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ABSTRACT 
 
 
 

 
Title of Document: Student-Driven Recommendations for AI Policy 

in a Design Classroom   

  
 Kaoru Seki, Master of Science, 2025 
  
Directed By: Dr. Yasmine Kotturi, Information Systems 
 
 
Generative AI is rapidly reshaping education, yet most classroom policies are written 

without students and prioritize penalization for misuse, yielding confusion and 

fear-based use. In this thesis, I position students as lead users—or early adopters of 

generative AI—and report on a three-part, student-driven workshop series in a 

graduate design studio at a minority-serving public university. Through scaffolded 

workshop activities sans faculty, 12 students surfaced candid uses of AI, and 

authored, applied, iterated, and visualized ten policy recommendations compiled in a 

zine—a shareable, DIY booklet. Findings highlight the need for protected spaces to 

discuss unfiltered practice among students, and suggest that student-authored policies 

may foster clearer expectations and more purposeful use of AI in the classroom. 
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Chapter 1: Introduction 

Chapter overview 

This chapter introduces the motivations and context for this study by outlining the 

evolving landscape of generative AI in higher education and the growing need to 

include student perspectives in AI policy-making. As generative AI tools rapidly 

reshape university classrooms, institutions continue to grapple with issues of integrity, 

equity, and transparency, often through unclear or punitive policies that leave students 

uncertain about appropriate use. This study seeks to address that gap by centering 

students as active participants in AI governance, examining how they perceive, 

negotiate, and co-author classroom AI policies. To do so, I conducted a three-part 

participatory workshop series and semi-structured interviews, focusing on three 

research questions: how students perceive AI integration and policy, what scaffolding 

supports student-driven policy writing, and what recommendations emerge when 

students are empowered to create their own policies. The chapter concludes by 

positioning this work as a contribution to ongoing discussions in human-centered 

computing and higher education on participatory, equitable, and pedagogically 

grounded approaches to AI policy design. 

Parts of this research have recently been submitted to the 2026 CHI Conference on 

Human Factors in Computing Systems. 
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Document Organization 

This thesis is organized into six chapters. Chapter 1 presents an introduction to this 

study, beginning with the motivations underlying its conception. It outlines the two 

research questions that guide this work and the methodological approach taken to 

address them. Finally, this chapter highlights this study’s three contributions to HCI: 

an empirical account of students’ candid AI practices, a replicable peer-led method 

for student-driven policy design, and ten actionable policy recommendations 

disseminated through a printable zine. 

In Chapter 2, I present the related literature that grounds this study. I begin with an 

overview of technological transformations in pedagogy, tracing how 

technology—from calculators to MOOCs—have reshaped teaching and learning in 

over time. I then examine how generative AI is influencing design classrooms 

specifically, highlighting both its opportunities and risks. Next, I discuss the 

participatory turn in AI governance, emphasizing the importance of including 

impacted stakeholders such as students in decision-making processes. Finally, I 

introduce the concept of participatory infrastructuring through zine-making, a 

low-barrier, student-centered medium for surfacing lived experiences and shaping 

policy discourse. 
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In Chapter 3, I1 detail the methods used to conduct this study. I begin by outlining the 

participatory design approach that frames this work and describing the university 

setting in which it was situated. I then explain the participant recruitment process and 

provide an overview of the three-part, student-led workshop series—including policy 

drafting, zine making, and design activities—along with post-workshop interviews. 

Finally, I describe the grounded theory approach used for qualitative data analysis to 

identify key themes and insights. 

In Chapter 4, I present findings extracted from the workshops, semi-structed 

interview and other data. The findings are divided into four sections, answering 

Research Question 1, 2, and 3, and presenting participants redesigned generative AI 

interfaces. First, I showcase findings related to Research Question 1, which reveal the 

diverse ways participants use generative AI and their varying perspectives on AI 

integration in classroom settings. Next, I outline ten student-driven AI policy 

recommendations, corresponding to Research Question 3, that reflect students’ 

values, concerns, and aspirations for equitable AI use. Following that, I address 

Research Question 2, illustrating how zine-making and workshop scaffolds supported 

students in developing more intentional and reflective AI practices. Participants 

described shifts in mindset, viewing AI as a collaborative thought partner and 

engaging with it more deliberately in their learning. Finally, I illustrate participants’ 

generative AI redesigned interface.  

1 This master’s thesis is part of a highly collaborative research project conducted in Dr. Kotturi’s lab 
[more detail?] In addition, due to the participatory design methodology used, there were many 
contributors and stakeholders involved. Throughout this document, I use “I” to emphasize my role in 
the project and the writing of this thesis and also use “we” to emphasize the projects’ inherently 
collaborative nature. 
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In Chapter 5, I discuss how students’ diverse perspectives reveal the instability and 

complexity of generative AI policies in higher education.I analyze how rapidly 

evolving technologies, ambiguous institutional norms, and inconsistent enforcement 

shape students’ experiences, concerns, and expectations around generative AI use. I 

also highlight how creating safe, student-centered spaces enabled candid dialogue and 

surfaced nuanced policy gray areas that are often overlooked in top-down approaches. 

Finally, I reflect on the experiences of English as a Second Language (ESL) and 

English as a Foreign Language (EFL) students, emphasizing their reliance on 

generative AI tools to engage academically and the need for institutional and faculty 

awareness of the unintended consequences of restricting AI use for these learners. 

In Chapter 6,  I address the limitations of this study, and direction for future research, 

such as adapting and evaluating the student-driven AI policy model across diverse 

disciplines and institutional contexts. Then, I conclude with a summary of the 

contribution of this study. 

 

Motivations 

“If instructors expect us to be transparent about our use of generative AI,we expect 

the same transparency from them when it comes to how they use AI in teaching, 

grading, or creating assignments.” —Student-driven policy recommendation #7 

Generative artificial intelligence (AI) is rapidly reshaping university classrooms. 

While not the first technology to disrupt pedagogy in higher education (Marshall et 

al., 2024), generative AI—systems capable of producing text, images, and other 
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media (Sengar et al., 2024)—has gripped administrators, faculty, and students alike, 

all racing to manage its challenges and opportunities (Smolansky et al., 2023). Chief 

among these challenges are questions of academic integrity: fears that students will 

use AI to complete coursework with little personal input (Birks and Clare, 2023). 

Institutions’ early response to these challenges led to policies that emphasized 

misconduct and plagiarism prevention (Alsharefeen and Al Sayari, 2025), often 

framed in punitive terms rather than pedagogical support (Francis et al., 2025; Luo, 

2024). More recently, policies at top institutions have shifted from prohibition to 

conditional acceptance, requiring students to disclose use (e.g., by submitting chat 

logs). For instance, in an analysis of 116 U.S. R1 universities, McDonald et al. found 

that 63% encourage AI use and provide classroom guidance (McDonald et al., 2025). 

This shift toward permitted use, however, has not resolved the ambiguity students 

face. Even when policies allow generative AI, they often remain unclear in scope and 

tone, as illustrated by one such policy from a graduate-level design studio course: 

“The use of language models such as ChatGPT and other AI-based text, image, or 

video generation tools for assignments will be strictly regulated. . . AI tools can be 

lightly used; however, they must be limited to a small part of any solution and must 

not contribute to the substance of your answer.” 

This policy, pulled from one of the required design courses at the authors’ institution, 

highlights the simultaneously vague and punitive rhetoric that many AI policies use 

(Petricini et al., 2025). In addition, there are missed opportunities to connect policies 

to pedagogical grounding, such as by emphasizing how generative AI technologies 

can support learning goals, especially in open-ended disciplines. Students are left to 
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navigate this new terrain in an environment marked by fear-mongering around AI use 

(Stone, 2022), false accusations of AI plagiarism (Giray, 2024), and a lack of clear 

guidance—prompting calls for more transparent and consistent policies (Johnston et 

al., 2024). 

Across all such audits and studies, there is one consistent and alarming theme: student 

voice is largely absent (Bowen and Watson, 2024, p.134). Yet, students are the 

primarily stakeholders of generative AI policies in the classroom (Pu et al., 2025;  

Zheng et al., 2024). Students are left to navigate this new terrain in a punitive 

environment where there is fear-mongering around using this technology. Students 

also are incorrectly accused of AI plagiarism, creating paranoia among students who 

are not interested in using AI (Giray, 2024). Studies that capture students’ 

perspectives on generative AI in the classroom highlight both concerns and 

opportunities—such as reduced learner autonomy, decreased interaction with 

educators, improved self-reflection, and personalized learning (Han et al., 2025). 

These accounts also suggest that students perceive AI as reshaping classroom power 

dynamics, often exacerbating existing hierarchies: they describe AI as an extension of 

teacher authority, where algorithmic monitoring reinforces bias, fuels surveillance, 

and leads to self-censorship. In addition, an international large-scale survey with 

1,153 participants to compare educator and student perspectives on generative AI in 

the classroom, educators remain skeptical of the AI pointing to fears around 

plagiarism and fairness, whereas students’ perspectives prioritize opportunities for 

improved learning and more efficient workflows (Kizilcec et al., 2024). However, 
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there is little evidence for how these perspectives are then taken into account when 

deriving generative AI policy (Weichert et al., 2025). 

Research Questions 

RQ1: How do students perceive AI policies and AI integration in a design course?  

RQ2: How might we support students to author student-driven AI policies in a design 

classroom? In other words, what scaffolding is required to assist students to write 

effective policies in a design classroom?  

RQ3: When given the opportunity and support to self-author AI policies, what are 

student-driven AI policy recommendations in a design classroom? 

Approach 

In this thesis, I take up calls to incorporate student perspectives in AI policies Bowen 

and Watson, 2024; Chan, 2023; Han et al., 2025; Kizilcec et al., 2024; Pu et al., 

2025). While such calls emphasize that doing so can work towards students’ 

improved understanding of policies and why academic integrity is important, and how 

AI use can affect learning outcomes, I take this one step further to frame students as 

“lead users” (von Hippel, 2006), or early adopters of AI technologies (Smith et al., 

2024). In other words, I position students as experts in their own lived experiences 

with generative AI—offering insights that faculty and administrators can ultimately 

learn from when determining how (and how not) to integrate these technologies into 

the classroom. In doing so, I work towards student-driven policy recommendations, 

where all stakeholders’ perspectives, especially those most affected by the policies 

should have the ability to mold such policies (Kuo et al., 2025). 
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I draw on HCI scholarship which emphasizes a participatory turn in AI governance, 

and I conduct a three-part design workshop series with follow-up interviews with 12 

students (including two student leaders who ran the workshops and led the research 

project) from a graduate-level design studio course at a minority-serving public 

institution in the mid-Atlantic region of the United States. To leverage student 

expertise and recent experience, I focus on one specific domain: design education, 

and one specific course: a graduate-level design studio course that all students had 

just completed the semester prior. This is because, in part, domain-agnostic policy 

recommendations are less valuable (Matthews, 2018; Satyanarayan and Jones, 2024) 

, but also to support students in the process of policy articulation: they had just taken 

the same class and could ground discussions and recommendations in recent 

experience (Kuo et al., 2025). 

Student-led workshop activities (sans faculty) emphasized creating safe spaces for 

candid conversations among students, to detail their current AI use and practices. 

Through scaffolded exercises, participants brainstormed policy recommendations for 

a design classroom, building on established AI policy topics such as ethics and bias, 

but also design-specific topics such as divergent thinking and design critique as well 

as student-contributed topics such as hypocrisy in faculty use of AI and preparing for 

AI use in industry. After an interactive design cycle brainstorming, applying, and 

refining policies, I report 10 resulting policies (See Table 1). To support 

policy-making and student-driven discourse, students authored a zine—a DIY 

artifact, zines are self-published printed materials (such as a booklet or pamphlet - 

(Duncombe, 1997; Licona, 2012) used as an artifact and method to promulgate 
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information (See Appendix I for full zine). The zine was then circulated across 

campus, to support a larger-scale student discourse on the importance of 

student-driven perspectives in AI policies in higher education. 

Follow up interviews with students who participated in the workshops—as well as 

students who did not want to participate in workshops but did want to participate in 

these post-hoc interviews—captured ricocheting effects from workshops, such as 

conversations sparked among peers and between faculty and students in the 

human-computer interaction (HCI) program. Through collaborative, student-led 

analysis of workshop dialogue, interviews, and artifacts (e.g., zines, design activities), 

I observed how participants—when provided the environment to speak candidly— 

gradually disclosed more layered accounts of AI use. Zine-making served as a 

low-stakes, student-controlled medium. Importantly, the process itself shifted 

practice: students shared more intentional, reflective AI use (framing AI as a 

collaborator rather than a shortcut) and the zine catalyzed follow-on discussions of 

student perspectives in courses and program governance across the department and 

college. 

Thesis Contributions 

This paper makes three contributions. First, I contribute an empirical account of 

students’ candid AI practices in a graduate design studio—including mis/use, policy 

gray areas and uneven enforcement, and tensions around policy topics such as 

ownership, equity, critique, and even faculty transparency (RQ1). Second, I 

contribute a replicable, peer-led method for student-driven policy 
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design—faculty-free workshops and zine-based participatory infrastructuring—that 

details concrete facilitation moves for building protected spaces (RQ2). Third, I 

contribute ten actionable, design-oriented policy recommendations, packaged as a 

printable zine that was adopted in a concurrent course and circulated across UMBC 

campus (RQ3). 

Table 1: Ten student-driven AI policy recommendations derived from our three-part design workshop 
series 
Instructions: Instructors should include 
guidelines with concrete examples of 
acceptable and not acceptable use of AI 
for each assignment. 

Citing AI Use (or Not): It is important 
for us to credit AI where credit is due 
However, sharing chat logs, as many 
instructors currently require, is tedious 
and ineffective for both students and 
graders. Instead, we should share a 2–3 
sentence summary for each submission 
describing how and why we used AI. 

Ownership: We should only use AI for 
up to 50% of our work on any given 
assignment, so that the majority reflects 
our own ideas and effort. 

Hypocrisy In Faculty Use: If 
instructors expect us to be transparent 
about our use of generative AI, we 
expect the same transparency from them 
when it comes to how they use AI in 
teaching, grading, or creating 
assignments. 

Divergent Thinking: When using AI 
for brainstorming, we should push 
ourselves to explore alternatives, 
surprising directions, or ideas that feel 
more personal and meaningful to us. 

English Learners: For those of us who 
are English learners, we should be 
encouraged to use AI to support our 
English proficiency in writing by asking 
for refinement of our text. Also, we 
should ask for an explanation of the 
refinements made to further our 
language proficiency. 

Job Skills: We should be provided 
opportunities to use AI in ways that 
reflect how AI is used in real 
workplaces through coursework. 
Instructors should stay updated on how 
AI is used (and regulated) in industry. 

Feedback: We can use AI to help us 
better understand and respond to peers’ 
feedback, especially when revising our 
work. 

Bias:We should check if AI-generated Equity: Everyone in class should have 
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ideas include any stereotypes or biased 
assumptions, such as by asking if any 
perspective or voice is missing in the 
response received. 

access to and use the same AI tools or 
models for each assignment to ensure 
fairness. 
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Chapter 2: Related Work 

Chapter Overview 

I draw on four bodies of scholarship to inform this work: how technology––from 

calculators to MOOCs––has historically impacted on pedagogy, how now generative 

AI is (and is not (Pang and Wei, 2025)) reshaping the classroom in higher education 

institutions, the participatory turn in AI governance to include all stakeholders 

impacted by AI policies (such as students), and participatory infrastructuring—such 

as zine-making and distribution—that offer both material and relational mechanisms 

for centering the perspectives of those historically excluded from technology design 

and decision-making. 

Technological Transformation in Pedagogy 

Since the early 19th century, education has been repeatedly reshaped by technological 

innovations. For example, the arrival of handheld electronic calculators in the early 

1970s marked a major shift in mathematics education—not only for engineering and 

business fields, but across classrooms more broadly (Dessart, 1986; Guzmán & 

Trilling, 1989). Following the introduction of calculators, the 1980s and 1990s saw 

the rise of desktop computers, which brought drill-and-practice programs, educational 

games, and digital assessments into everyday learning environments. This was soon 

followed by the widespread use of laptops and the internet in the early 1990s, 

enabling students to access information online, learn through e-learning platforms, 

and collaborate with peers and instructors in real time via email and other 
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communication tools (Silverman & Iasevoli, 2024). In the 2000s and 2010s, the 

emergence of Massive Open Online Courses (MOOCs) such as Coursera and edX 

further democratized access to education (ColorWhistle, 2025).  

However, each wave of technological integration also introduced new pedagogical 

concerns and anxieties among faculty and students. For instance, calculators sparked 

fears among educators that students would become overly reliant on machines, lose 

estimation and mental arithmetic skills, and weaken their conceptual understanding of 

mathematics (Watters, 2015). The emergence of the internet raised concerns over 

plagiarism, digital literacy, and the authenticity of student work—issues that remain 

difficult to address (Ardid et al., 2015; Usoof, Hudson, & Lindgren, 2014). In 

response, universities which offer online and hybrid courses began using digital 

identities systems to ensure authentication of student work  and reduce academic 

malpractice (Ardid et al., 2015; Chew, Ding, & Rowell, 2013). 

The release of ChatGPT, in November 2022, marked the beginning of a new 

technological shift. Generative AI can produce novel content—including text, images, 

and video—by analyzing patterns in the data on which it is trained (Giannakos et al., 

2024). Many students see the potential of generative AI to provide personalized 

learning experiences through adaptive algorithms (Jauhiainen and Guerra, 2024; 

Merino-Campos, 2025). Yet, these tools also have notable limitations: unlike human 

instructors, they do not truly understand content, and their personalization capabilities 

may be imprecise. Moreover, their use may reduce opportunities for developing 

foundational skills and deep conceptual understanding (Zhai et al., 2024;Kalniņa et 

al., 2024). 
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Generative AI in the (Design) Classroom 

Generative AI has quickly become a visible and contested presence in higher 

education, continuing a long lineage of digital technologies—from calculators in the 

1970s to MOOCs in the 2010s—that have disrupted teaching practice and assessment 

(Kasneci et al., 2023). Like these earlier technologies, generative AI unsettles 

assumptions about what counts as “original” student work and how learning should 

be evaluated, but it differs in scale and scope by automating not only calculation or 

content delivery but also idea generation and expression, making its implications for 

pedagogy both broader and less predictable (Luo, 2024). 

Early university responses to generative AI emphasized risks of use—plagiarism, 

assessment validity, and integrity—often resulting in bans or strict guidance (Petricini 

et al., 2024). Many institutions warned against the use of AI detectors, or pushed 

responsibility down to individual instructors to set course-level rules, producing a 

patchwork of policies that emphasized restriction over pedagogy (Luo, 2024; 

McDonald et al., 2025). More recently, however, with the rapidly changing tide 

associated with the rapid pace of generative AI innovation, reviews show instructors 

in the U.S. and worldwide adopting a more nuanced position—encouraging 

responsible use, embedding sample syllabus language, and supporting faculty with 

classroom activities and training—marking a move away from purely punitive 

approaches (An et al., 2025; McDonald et al., 2025).  

While generative AI is reshaping higher education broadly, this paper focuses on its 

impact on design pedagogy. Design studios are a salient site for study because they 
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rely on open-ended inquiry, multimodal production, and iterative critique (Li et al., 

2024)—all practices permeable to AI’s multimodal capabilities. Empirical studies 

paint a complex picture of AI in design: both opportunity and risk. On the opportunity 

side, generative AI scaffolds early phases of conceptual design—problem framing 

and ideation—while humans retain judgment in selection and evaluation (Chen et al., 

2025). Chen et al. found novice designers used AI most in problem definition and 

ideation, less in evaluation. Students describe LLMs as a “second mind” for 

externalizing and iterating ideas (Wan et al., 2024), aligning with views of AI as 

collaborator rather than tool (Sarkar, 2023). Hybrid systems that merge physical 

prototyping with AI open new avenues for low-fidelity exploration beyond 2D 

screens (Zhang et al., 2024), and case studies in architecture report AI images 

supporting both divergent and convergent thinking (Tan and Luhrs, 2024). Some 

work even uses “imperfect” or antagonistic AI to provoke divergence rather than 

premature convergence (Cai et al., 2024; Liu et al., 2024). Risks are equally noted. 

AI-assisted ideation can reduce variety by amplifying fixation (Wadinambiarachchi et 

al., 2024). Prompting, framed as a creative skill, can also homogenize outputs when 

users converge on popular modifiers (Oppenlaender et al., 2025). At a higher level, 

issues of consent, credit, and compensation remain unresolved: AI models are trained 

on creatives’ works without consent (Kyi et al., 2025), spurring calls for alternative 

paradigms of ownership (Polimetla and Gero, 2025). In sum, generative AI can 

accelerate or constrain brainstorming, visualization, and prototyping. Our study 

contributes by examining how students themselves articulate these tensions and 

propose ways to mitigate risks and pursue opportunities in design 
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classrooms—linking everyday practices to questions of who drives AI governance in 

education. 

The Participatory Turn in AI 

Recent HCI scholarship has focused on the “participatory turn” in AI, where 

decision-making is not the sole purview of experts but a site of shared responsibility 

and situated negotiation. In the context of AI governance, this turn emphasizes 

involving impacted stakeholders not only in giving feedback but in co-setting 

agendas, shaping rules, and sharing decision rights and accountability. The need is 

amplified as end-user AI tools diffuse to broader—and often more                  

vulnerable—populations who are least likely to be included in governance decisions. 

Still, critiques caution that participatory AI can slide into tokenism if power and 

agenda-setting remain unchanged (Birhane et al., 2022). Mapping the field, Delgado 

et al. show most efforts remain consultative rather than empowering (Delgado et al., 

2023). In other words, “participation” is frequently defined as being heard (surveys, 

workshops) rather than being heeded (co-authoring rules, holding authority to modify 

them). Pushing past tokenism requires moving participation upstream (agendasetting), 

sharing decision authority, creating safe conditions for dissent, and resourcing 

participation (capacity, time, compensation), alongside transparency and 

contestability. Against this backdrop, PolicyCraft (Kuo et al., 2025) responds with 

“case-grounded deliberation,” integrating perspective-sharing and collaborative 

drafting. By structuring discussion and voting around concrete scenarios, it helps 

participants disambiguate wording disagreements from deeper value conflicts and 
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iteratively ground policy text in case-level consensus. Complementary lines develop 

process guidance and institutional exemplars—co-developing context-specific 

stakeholder engagement strategies (Park et al., 2024) and experimenting with 

citizen-inclusive, city-level deployments (Saxena et al., 2025). 

Our work carries this participatory turn into higher education, where AI policies are 

often abstract or top-down (Bond, 2023; Kezar, 2020). I center students—early 

adopters and directly impacted stakeholders—through faculty-free, student-led 

workshops and a zine-based medium that lowers barriers to candid expression and 

resists tokenistic or superficial consultation. Crucially, rather than deliberating only 

on facilitator-seeded scenarios (as in most platforms), I first surface emergent, 

studentgenerated cases—including sensitive or policy-violating practices often kept 

invisible by fear of punishment—broadening the policy design space before 

deliberation and positioning students as policy authors. Taken together, I answer calls 

for empowering, contextually embedded governance by foregrounding student 

perspectives as a critical yet underrepresented locus of participation (Kuo et al., 

2025). 

Participatory Infrastructuring through Zine-Making 

While the participatory turn in AI emphasizes expanded participation in critical 

decision-making, how participation is structured—what mediums are used, what 

relationships are formed—shapes whose perspectives are surfaced and legitimized 

(Delgado et al., 2023). In this thesis, I draw on the theoretical lens of participatory 

infrastructuring to foreground these design choices. Participatory infrastructuring 
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emphasizes the creation of sociotechnical conditions that allow publics to form—not 

pre-defined stakeholder groups, but emergent collectives constituted through shared 

concern and active engagement (Le Dantec and DiSalvo, 2013). These publics 

participate not merely as respondents, but as co-constructors of the problem space 

itself (Asad and Le Dantec, 2017; Le Dantec and DiSalvo, 2013). This means creating 

mechanisms not only for input but for issue articulation, mutual recognition, and 

iterative reflection. Unlike extractive methods that treat opinions as raw materials for 

expert synthesis, participatory infrastructuring invites community members to make 

their own values, tensions, and imaginaries legible on their own terms (De Angeli et 

al., 2014). In this work, I frame zines—small, self-published booklets (Atton, 1999; 

Duncombe, 1997)—as infrastructure: not only as material media that circulate student 

perspectives across classrooms and institutions, but as catalysts for building social 

formations and shared knowledge. Zines, which originate from fanzines (Wertham, 

1973), are typically made from inexpensive, accessible materials making them easy to 

reproduce and distribute widely (such as collage materials). Their low-cost, DIY 

format positions them as alternative media for sharing ideas, connecting communities, 

and enabling broad, grassroots circulation  (McNutt, 2021). This low-fi, low-barrier 

format is amenable to candid authorship and to resisting polish and performativity. As 

such, zine-making and sharing has played a critical role feminist, punk, and activist 

communities to amplify marginalized voices, reject institutional gatekeeping, and 

foster counterpublics (Duncombe, 1997; Licona, 2012). In contrast to institutional 

tools, such as topdown policy memos, that often disseminate finalized decisions and 

reduce student agency to checkbox compliance (Ghimire and Edwards, 2024), zines 
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can allow students to narrate their own experiences, reflect on trade-offs, and suggest 

alternatives. 

Crucially in the context of AI policy articulation in high-education, zine-making 

lowers stakes, legitimizes situated accounts, and keeps disagreement usable as data 

that formal deliberation can suppress. In addition, the ability to rapidly share zines 

and circulate ideas at low cost—printed and distributed as physical pamphlets without 

the need for institutional approval, intermediary publishers, or formal distribution 

channels—makes them a uniquely accessible and grassroots medium for peer-to-peer 

policy discourse. 

The need for accessible, student-centered approaches to policy articulation matters 

especially in the context of higher education, where authority in the classroom is 

traditionally asymmetrical. As scholars of critical pedagogy have long argued, 

shifting power dynamics to put students in the driver seat of their own 

learning—through collaborative course design (Hess, 2007), power-sharing 

classrooms (Moreno-Lopez, 2005), or democratic negotiation of authority  (Shor, 

1996)—can improve learning outcomes and foster civic capacities. My approach 

aligns with these values: by positioning students not just as participants but as 

infrastructurers of policy discourse, I invite deeper ownership and more authentic 

engagement. 

Indeed, student-driven policies may be more likely to be respected and internalized 

by students themselves (Bowen and Watson, 2024), particularly when they reflect the 

lived realities and nuanced judgment calls students face in everyday AI use. For 

instance, recent work shows co-design for AI policy among high school students: Pu 
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et al. ran participatory workshops where high-school students articulated generative 

AI risks and uses, then co-produced school usage guidelines grounded in their lived 

concerns (Pu et al., 2025). Bringing in the lens of participatory infrastructuring 

enables us to frame student-led zine-making not simply as self-expression or critique, 

but as a form of collective world-building. Students may begin as a fixed stakeholder 

group, but through zine-making they constitute themselves as a public: a reflexive, 

relational formation grounded in shared experience and capable of intervening in 

institutional discourse. This framing makes visible the infrastructural labor required 

to create conditions for meaningful student voice—foregrounding not just what 

students say, but how their ways of saying it can scaffold more just and grounded 

approaches to AI governance. 
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Chapter 3: Methods 

Chapter Overview 

As reflective design reminds us, methods are never neutral: they carry embedded 

values and shape what gets seen as legitimate knowledge (Sengers et al., 2005). I 

center students as a key stakeholder that has been largely overlooked in AI policy 

decision making in higher education. To do so, I draw on community-based 

participatory design approach (Harrington et al., 2019), and conducted a three-part, 

in-person design workshop series to facilitate policy articulation, application, and 

iteration in a zine-making process. This workshop series was run by myself and my 

co-author, Manisha Vijay.  

University Setting 

This study was conducted at a minority-serving, public research university in the U.S. 

mid-Atlantic. A campus survey indicated slightly slower AI uptake relative to 

national reports: 37% reported using AI in coursework (vs. 42% in a national study 

(Tyton Partners, 2025)); 73% had not taken a formal AI course; usage skewed toward 

STEM (Financial Times, 2024; McDonald et al., 2025). This context provided a 

vantage point where institutional scaffolding was nascent. 

Participants and Recruitment 

Participants were recruited from HCC629: Fundamentals of Human Centered 

Computing, taught by Dr. Yasmine Kotturi in Fall 2024. This is a required course for 
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the master’s and Ph.D. students in the department’s HCI specialization, and focuses 

on fundamental design principles and human factor concepts to guide effective user 

interface design such as affordances and mental models. Of 21 enrolled students, 10 

completed a screener; 8 were selected to vary course performance (Johnston et al., 

2024), AI use, schedules, and degrees. For example: “Describe how you’ve used 

genAI in HCC629?” “At University of Maryland, Baltimore County, how do existing 

AI policies support your learning?,” or “At University of Maryland, Baltimore 

County, how do existing AI policies hinder your learning?”  (See Appendix A for 

more details.). Workshop participants were compensated $20/hour (11 hours; $220). 

Two additional students—who declined workshops due to dissenting views and 

scheduling—completed follow-up interviews and were compensated $20 

each—described in detail in Post-Interview section. In total, 12 students contributed: 

2 student leaders, 8 workshop participants, and 2 non-participant interviewees 

(degrees: 9 HCI, 2 Information Systems, 1 Software Engineering; 11 master’s, 1 

Ph.D.). To protect identities given public zine authorship, I report only high-level 

demographics. 

Three-part workshop series 

Prior to the workshop series, participants completed a pre-workshop survey to capture 

their initial opinions, skills, and uses of generative AI in the graduate design studio 

course (and beyond). A total of three workshops were held on Fridays March 28, 

April 11, and April 25, 2025, from 12-3:00p; lunch was provided at each. Each 

workshop was held in a design studio classroom with modular tables, chairs, and 
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whiteboards in order to support collaborative workshop activities and social 

interaction. The top two reasons participants’ reported wanting to participate included 

wanting to learn how to use AI more ethically, and to have their perspectives taken 

into more consideration in AI policy creation. 

Workshop 1: Policy drafting through candid conversations. 

Workshop 1 focused on supporting candid discussions among students, as a launching 

point to then discuss and brainstorm policy recommendations. Given the penalizing 

environment surrounding generative AI, we took a few steps to create an environment 

where students felt comfortable to disclose use, voice concerns, and share guidance 

with each other. First, to ensure that the participants had a safe space to converse 

frankly and honestly, these conversations were driven by the two student leaders 

without the presence of faculty. Second, the raw audio files and transcripts were not 

shared with the faculty PI. In other words, the faculty PI did not have access to the 

recordings nor the raw transcript, and only could view a de-indentified version of the 

transcripts (this was explained thoroughly to students in the first workshop, and 

revisited in the second workshop). Finally, throughout workshops, workshop leaders 

reminded students they are the experts, and the study aimed to learn from them (See 

Appendix for workshop slides). 

During the first workshop, participants engaged in a “Think-Pair-Share” (Lyman, 

1981) activity to shape their discussion on AI use (See Appendix F). The “Think” 

phase had students reflect on their use of AI independently by completing the 

following questions within worksheets: “What are two ways you used GenAI for a 

class assignment that felt “gray area” (neither fully allowed or disallowed)?”, “What’s 
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one way you used GenAI for a class assignment that was not allowed? Why?” 

Students then discussed their responses with a tablemate during the “Pair” phase of 

the activity, and were prompted to reflect on how their experience was similar and 

different to their peers’. Finally, a group-wide share of elevated key themes as well as 

highlighted unique experiences when using AI in design classrooms. To ground 

reflections in recent experience, students were prompted to ground reflections in 

previous course experience. 

To help students situate their personal experiences with generative AI within a 

broader campus context, the students leaders welcomed a guest speaker from the 

university’s AI Committee to provide a brief presentation (See Appendix for 

presentation slides). This speaker shared findings from a recent university-wide 

survey at University of Maryland, Baltimore County conducted with 200 students 

across disciplines, offering participants a sense of how generative AI was (or was not) 

being used beyond their immediate peer networks. The presentation included 

summary data on faculty adoption, environmental concerns related to AI use, and 

early signs of dissent—such as a case in which arts students publicly opposed 

classroom AI integration, later covered by a local media outlet 

(https://www.insidehighered.com/news/students/academics/2025/02/10/making-space

-student-sorrow-over-ai). Survey data also revealed that while some faculty were 

beginning to integrate AI into their teaching, many were still uncertain about how to 

address its impact on student skills such as critical thinking and writing.  

After the guest speaker departed, the two student leaders facilitated a discussion 

among workshop participants (See Appendix for slides). This debrief created space 
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for critical reflection on the survey results and their limitations. Some students noted 

that the data felt disconnected from their lived experiences—particularly the claim 

that most students reported only moderate use of generative AI. Participants 

expressed skepticism about the accuracy of those responses, raising concerns about 

whether students answering the survey may have feared surveillance or academic 

consequences. From here, student leaders introduced participants to the policy 

drafting activity. Because students have limited to no experience writing policies, 

steps were taken in order to support them through a scaffolded activity (See Appendix 

for slides representing this structure). Participants were presented with 24 policy 

topics derived from related literature (such as agency (Kotturi et al., 2024), critical 

thinking (Satyanarayan and Jones, 2024), accountability and equity (Kotturi et al., 

2024), ownership (Bowen and Watson, 2024), group work (Bowen and Watson, 

2024), and social support (Bowen and Watson, 2024), conversations of AI occurring 

within the UMBC community (e.g. AI literacy, grading/rubrics, academic integrity), 

and contributed by student leads based on their experiences (e.g. hypocrisy in faculty 

use, English learner considerations). Participants were also encouraged to contribute 

their own topics. Then they were asked to pick five to draft policy recommendations 

for. There was overlap, but all policies were selected at least once. This approach also 

ensured that there was a diversity of topics covered in resulting policies. 

To scaffold the drafting process, participants were given structured prompts on an 

activity worksheet that guided both brainstorming and policy formulation (See 

Appendix G). Each worksheet introduced a topical theme—such as “Divergent 

Thinking” or “Hypocrisy in Faculty Use”—along with a guiding question (e.g., “How 
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can generative AI encourage you to explore diverse ideas and inspire creative 

approaches to problem-solving?”). For each theme, students were asked to identify a 

core challenge or tension, describe a relevant learning outcome or classroom scenario, 

and finally draft a concise policy statement using conditional phrasing and action 

verbs. This policy drafting activity resulted in 40 initial recommendations (8 

participants, 5 prompts each). 

In between Workshop 1 and Workshop 2, all authors read through the participants’ 

drafted recommendations and met three times to reflect on their responses. 

Overlapping policies were grouped and consolidated, and some participants’ drafts 

were combined into shared statements to reduce redundancy; however, the research 

team ensured that each student had their ideas represented in the final set. Choosing 

evidence-based policies was also a factor in finalizing the recommendations. For 

instance, a participant made a recommendation that “students should only use genAI 

at later stages of the design process to ensure ideas are their own.” However, 

generative AI shows great potential for supporting the ideation phase (Hsiao and 

Tang, 2024). The research team worked to select recommendations that pushed the 

boundaries of AI policy discussions, rather than repeating common rhetoric that is 

typically ambiguous. This synthesis process ultimately resulted in a curated set of 10 

student-authored policies, which were then shared back with participants for feedback 

(See Table 1 for this list of final policy recommendations). 
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Figure 2: Students participating in Workshop 1 which focused on policy drafting through candid 
conversations of AI use. During the share phase of a Think–Pair–Share activity, participants exchanged 
reflections on their use of AI tools in HCC629 during the preceding semester. 

Workshop 2: Policy in print through zine making 

First, the research team went through the resulting 10 policy recommendations— 

discussed each in length, debated, refined as a group. After this iterative step to 

improve policies and sign off as a group, participants started the zine making process 

during workshop 2. To begin, participants each chose two of the 10 policies that they 

would each create a visual representation of for the zine. Given that most participants 

had never made a zine before, the student leaders welcomed a visual arts professor at 

the university who leverages zines as research (Hay, 2022) and who has made 

countless zines before. The professor reviewed the history of zines such as the origin, 

coming from fanzines and the punk movement (Pink, 2016), as well as early LGBT 

works (Queer Music Heritage, n.d.). After this historical analysis, the professor 

opened up for a group discussion on the relevance of zine making in this specific 
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research project: why not just write a typical policy document outlining findings? 

Why take the time to create a visual representation of a policy? What legacy of zine 

making is relevant, given the student-driven nature of this workshop series? Students 

were challenged to think about what it means to present policies in the form of zine, 

rather than typical policy formatting. To support both digital and analog making, in 

case participants had particular preferences or strengths in either, participants were 

each tasked to make one visual representation of each policy in Figma, and one 

physically on paper, both with provided templates (See Appendix for template). 

Students were also provided additional physical materials such as markers, tape, 

scrapbooking and magazine cut outs, scissors, and glue sticks to complete their 

physical copy. Digital tools such as ASCII art generator, Iconify Figma plugin, and 

generative AI tools such as DALL-E were provided to complete their digital copy. 

Between workshops 2 and 3, the research team met five times to review zine 

iterations and work on refinements. The student leads held office hours to support 

participants; the research team worked with students to iterate on visual 

representations of zines. One student, who was a graphic designer and had made zines 

before, helped to refine graphics and create a consistent aesthetic across zines (See 

Appendix for first draft of zines)—they ultimately took on a leadership role to 

facilitate the refinements of zine for camera ready. In these refinements and revisions, 

we ensured that all students had a substantial portion of their original visual design in 

the final version (and at least one of their policies). I also conducted member check 

with students to get their feedback before sending to print (Charmaz, 2006, Ch. 4). 
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Figure 2: Students participating in Workshop 2, where they were introduced to the zine-making 
process. Professor Julie Sayo  provided historical context and guidance on zine-making practices, and 
participants reviewed facilitator-provided handouts before beginning their own policy-focused zine 
pages. 

Workshop 3: Policy in practice through design activity 

In the final workshop, students applied their policies to complete a design activity that 

resembled the same assignments in the design studio course (See Appendix). In 

particular, participants were asked to apply their policy recommendations to redesign 

generative AI interfaces to better support the design studio course’s learning 

objectives. Students selected a tool (image/UI-based: V0, UX Pilot Figma Plug-in, 

and UIzard, and text-based: ChatGPT, Claude, and Grammarly), ensuring that all the 

tools were picked by at least one participant. Participants completed their redesign on 

Figma (Figma, Inc., 2025), with as many screens as they desired, aiming for higher 

fidelity redesigns.​

The redesign activity gave participants a prompt to guide their design, having them  
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Table 2: Conceptual metaphor and its definition presented in Workshop 3 for students to choose for 
their redesigned interface activity 
Metaphor Definition 

AI as a Tool AI extends your abilities—like a 
calculator or spell-checker. It doesn’t act 
on its own, but helps you do something 
faster or better. 

AI as a Co-Agent AI is a creative partner that shares 
control. It actively helps you make 
decisions, generate ideas, and adapt to 
changes in your process. 

AI as a Coach AI observes your work and offers tips or 
encouragement to help you improve. 
Like a sports coach, it gives advice—but 
doesn’t do the work for you. 

AI as a Personal Tutor AI delivers structured lessons and adapts 
based on your strengths and weaknesses. 
It’s like having a private teacher guiding 
your progress. 

AI as a Feedback Generator AI helps you reflect by giving critique, 
suggestions, or alternatives—like a peer 
or TA during a studio critique. 

AI as a Sensor (Not a Solution) AI detects patterns, surfaces insights, or 
shares data—but doesn’t tell you what to 
do. It supports your judgment without 
replacing it. 

AI as a Critic or Provocateur: AI challenges your assumptions, asks 
hard questions, or shows unexpected 
results to spark new thinking. 

AI as a Teammate AI works with you on shared 
tasks—like a group project partner. It 
needs to be responsive, predictable, and 
aware of your goals. 

AI as a Mirror AI reflects your inputs, behaviors, or 
biases back to you—helping you notice 
things about your work or thinking that 
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you might miss. 

AI as Infrastructure AI shapes what’s possible behind the 
scenes. It may not be visible in the 
interface, but it influences who can 
access what, and how. 

 

choose from a list of HCC629 objectives to support in their design, and a conceptual 

metaphor informed by related work such as: AI as a co-agent (Satyanarayan and 

Jones, 2024), AI as a sensor not a solution (Satyanarayan and Jones, 2024), AI as 

Feedback Generator, Personal Tutor, Learner, and Team Coach (Mollick and Mollick, 

2023) (See table2 for a list of conceptual metaphors and its definition). Participants 

used the following sentence to guide their redesign: “I am going to redesign the 

interface of [GenAI tool] by using the conceptual model of [Conceptual Model] in 

order to strengthen [HCC 629’s learning objective].” Students were asked to adhere to 

their AI policies while completing this activity. To support this reflection on policies 

in practice, participants completed a reflection worksheet, which included 

opportunities to revise policies (See Appendix H). Students pointed out certain issues 

that had not come up in earlier discussions of AI policy.  

The participants’ redesigned interfaces (included in Appendix) were then assessed by 

five senior human-computer interaction faculty at the university, all of whom had 

taught the design studio course previously and were familiar with the course’s 

learning objectives. I and research team created the evaluation criterion (See Table 3 

and Appendix) and presented each participants’ redesigned interfaces with their 

rationale completed in the redesign activity worksheet (Appendix H). Interfaces were 

evaluated on a Likert scale of 1-3 (1-needs improvement, 2-adequate, 3-strong) with 
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four criteria: learning objective, conceptual model, usability, and overall design 

quality. Each evaluation score was ranked and will help contribute to the future steps 

of the project, where the best interfaces could be built out and used in future offerings 

of HCC629.  

Table 3: Evaluation criterion used for HCI faculty to evaluate participants redesigned interface 
Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs 

Improvement 

Learning 
objective 

The redesign clearly 
and compellingly 
addresses the assigned 
learning objective 
(e.g., divergent 
thinking) through 
thoughtful interface 
changes. It introduces 
interactions or visual 
structures that directly 
support the target 
learning goal. 

The redesign 
partially addresses 
the assigned 
learning objective. 
There is some 
alignment, but 
implementation is 
surface-level or 
underdeveloped. 

The redesign does 
not clearly reflect 
or engage with the 
assigned learning 
objective. The 
connection feels 
weak, generic, or 
missing. 

Conceptual 
model 

The metaphor (e.g., 
AI as Mirror) is 
integrated throughout 
the interface in both 
visual and interaction 
design. It guides the 
user’s experience and 
aligns with AI 
behavior and system 
framing. 

The metaphor is 
present but not 
consistently 
reflected in 
interface elements. 
It may be 
described in text 
but is not fully 
realized in design 
choices. 

The conceptual 
model is missing, 
misapplied, or 
tokenistic. There is 
little evidence the 
metaphor shaped 
the interface 
design. 
 

Usability The redesign 
demonstrates clear 
attention to user flow, 
accessibility, 
affordances, and 
feedback. Interface 
components are 
intuitive and support 
user agency. 

Basic usability 
principles are 
considered, but 
some elements 
may be confusing, 
unintuitive, or 
missing standard 
UX conventions. 

Usability is 
significantly 
lacking. The 
interface feels 
disjointed, hard to 
navigate, or 
ignores user needs 
and conventions. 
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Overall The redesign is 
conceptually strong, 
visually coherent, and 
shows originality and 
intention. It integrates 
learning goals, 
metaphors, and 
usability into a 
unified, thoughtful 
experience. 

The redesign 
shows effort and 
some coherence, 
but may feel 
unfinished, 
inconsistent, or 
only partially 
successful. 

The redesign lacks 
cohesion or clear 
design logic. It 
may feel rushed, 
incomplete, or 
disconnected from 
core assignment 
goals. 

 

Publishing the zine  

The refining stages to produce a camera-ready zine extended well beyond the third 

workshop, until July when the zines were printed at a student-run printing service on 

the university’s campus. All students involved were invited to celebrate the 

completion of the zine to a “zine party” in October 2025, where they will receive 

copies. Given the high demand across the university, a less expensive version is now 

being created to be able to more widely disseminate to diverse stakeholders, including 

university administrators, HCI faculty, and beyond.  

Open-sourcing workshop materials  

We will open source these workshop materials so that other faculty and students can 

run these activities in different departments (across UMBC but also in other 

institutions). This will support the making of student-driven AI policy zines across 

different disciplines beyond design, capturing student attitudes from various kinds of 

institutions. 
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Post-Workshop Interviews 

After the workshop series, the authors conducted follow up interviews with the 

workshop participants to understand their developed thinking on topics discussed 

since the workshop took place. In addition, I also conducted two interviews with 

students who were enrolled in the design studio course but opted not to participate in 

the workshop series (due to dissenting views on AI and busy schedules). This 

provided another opportunity to ensure more well rounded perspectives towards 

generative AI use in a design classroom. I followed a semi-structured interview 

protocol: differing questions for the workshop participants and non-workshop 

participants.Workshop participants were asked questions such as: “How do you 

anticipate your approach to using AI in coursework will stay the same or change after 

participating in this workshop series?”, “How would you explain AI policy to your 

peers or classmates?”, “Have you had any conversations about the workshops, zine, 

policies, etc since the conclusion?” Those who did not participate in the workshops 

were asked questions such as: “What were your concerns with participation in the 

workshop?”, “How can we ensure students with dissenting views of AI are heard at 

the policy level?” (See Appendix E for more details.). Interviews were conducted in 

person or online via WebEx, at a maximum of one hour, and participants were 

compensated $20 for their time. 

34 
 

 



 

Data Analysis 

Audio recordings from each workshop were transcribed with Otter.AI (Otter.ai, Inc., 

2025) and then manually checked for errors. The joint first authors corrected 

transcripts and de-identified all materials before sharing them with the faculty PI. 

We followed Charmaz’s constructivist grounded theory (Charmaz, 2006). First, we 

conducted initial, line-by-line coding using gerunds to stay close to participants’ 

actions and meanings. Across the three workshops and follow up interviews, this 

produced 1,051 codes. To establish common grounding, all authors collaboratively 

coded the first workshop transcript and created a living codebook (code names, 

definitions, exemplar quotes). Workshop 2 and Workshop 3 were then coded 

independently by the two joint first authors, followed by negotiated-agreement 

sessions where the team compared code applications, discussed discrepancies, and 

revised the codebook. These calibration meetings occurred weekly during data 

collection and continued for three  months afterward. Disagreements were resolved 

through constant comparison, returning to de-identified excerpts, and privileging 

participants’ phrasing in final code and category names. We did not compute 

inter-rater reliability, consistent with constructivist approaches that emphasize 

reflexive consensus over coefficient agreement (McDonald et al., 2019). 

Next, we engaged in focused coding, identifying 23 inductively derived categories 

that captured recurring patterns (e.g., refusal of AI, concerns about AI use, emotions 

about AI use, policy-based concerns). Within these, we developed subcategories (e.g., 

gray areas, citing/logging requirements, constraints on creativity, policy violations). 

To refine the structure, the full research team—the two student leaders and the faculty 
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PI who taught the course from which participants were recruited—constructed an 

affinity diagram in Miro. Each focused code was represented as a card and clustered 

collaboratively; cluster boundaries, labels, and merges/splits were negotiated in group 

meetings. This visual step served as a middle layer linking granular codes to  

higher-level categories and provided an auditable trail of category decisions. 

Throughout analysis, we maintained an analytic memo corpus (19,408 words) to 

deepen and narrate each focused code cluster within the affinity diagram. Memos 

were reviewed in weekly meetings to iteratively revisit the data, stabilize shared 

interpretations, and connect insights across workshops and interviews. 

Finally, we remained reflexive about positionality. The two student co-authors who 

facilitated workshops contributed insider perspectives as peers, enriching 

interpretations of how policies were articulated and received. The faculty PI 

intentionally remained distanced from raw, identifiable transcripts to reduce the 

influence of faculty authority; their analytic role focused on reviewing de-identified 

excerpts, participating in consensus meetings, and helping name and relate categories. 

This insider–outsider pairing supported proximity to student voice while preserving 

critical distance. 
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Chapter 4: Findings 

Chapter Overview 

This chapter is divided into four major parts. First, I illustrate the diverse ways 

students currently use generative AI in their coursework, addressing Research 

Question 1. Next, I detail the 10 student-authored AI policy recommendations that 

emerged from the workshops, reflecting Research Question 3. I then present the 

participants’ redesigned interfaces and finally, I conclude with details on how student 

practices and perspectives evolved through the zine-making process and beyond, 

answering Research Question 2. 

Diverse Uses of AI in a Design Classroom (RQ1) 

To address Research Question 1 “How do students perceive AI policies and AI 

integration in a design course?”, I found that there were many discussions over the 

different ways students use AI throughout the workshop series. Even among the 

relatively small group of eight participants, there were 16 functionally distinct ways 

students used AI, and several tools used (ChatGPT, Grammarly, LoveableAI, 

Perplexity, BlackBox.Ai, Gemini, Claude, Midjourney, DALL-E, Meta AI, 

Grammarly, Asana, Microsoft Copilot, GitHub Co-Pilot.) Uses pertained to the 

different phases of the design process, such as brainstorming ideas for course 

assignments [P1, P3, P4, P5, P6, P7, P8], asking AI systems for design feedback [P1, 

P3, P6, P7, P8 ], or generating high fidelity outputs such as icons and images to 

include in design submissions [P7]. Participants also found ways to use AI to support 
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their understanding of course concepts [P3, P5, P6, P8], translate design terminology 

to more understandable language [P8], summarize readings they would not otherwise 

have any time for [P8], retrieve additional background information of course 

materials [P5, P6, P8], and obtain examples for how to integrate core design concepts 

into their assignments [P1, P2, P4]. Other uses included: creating personas to 

role-play AI as a peer to brainstorm ideas together [P1, P3, P7, P8], improving 

English skills and fixing grammatical errors [P1, P5, P8], and synthesizing multiple 

resources [P3], updating design résumés [P5], and learning how to use design tools 

like Figma [P6]. Finally, P1, P3, and P6 reported value in using gen AI systems to 

support perspective-taking, especially when peers were not available to provide 

feedback or exchange ideas. 

While these uses of generative AI are well documented within design classes and 

beyond, the workshops uniquely provided the opportunity to present use and discuss 

openly with peers (as P1, P2, P6, and P8 all noted). For instance, P6 shared: 

“It’s not common to talk about what we’re all using and doing with AI. This is 

a nice opportunity to hear those perspectives.” 

P8 chimed in, to point out how discussion of AI use can be seen as controversial, and 

how workshops provided a space to “discuss openly and freely”: “I think AI is 

controversial for some part, but it’s very essential these days, many companies and 

many students and many people are using it." 
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Students are Not a Monolith 

Participants noted how policies inherently forced homogeneous behavior. But, as 

made clear throughout the workshops, students are not a monolith (even in the 

context of their use in just one class.) Some participants found great value in using AI 

systems [P1,P2,P3,P4,P5,P6,P7,P8], others strongly disliked it [P9, P10] or had 

strong concerns regarding use [P1,P2,P3,P4,P5,P6,P7,P8,P9, P10] Some participants 

worried about being overreliant, and others worried they were not using it enough and 

they would be ill prepared on the job market. For instance, at either end of these 

high-level preferences existed P10 and P7. P7 strongly insisted that AI use should be 

mandatory in the classroom, in order to prepare students for the workforce, while P10 

felt that AI should not be made a requirement in classrooms—that students should be 

given a choice (and that they could choose not to use it, as they believe AI use is 

unethical in any form). In the context of design pedagogy, as P2 and P7 debated in the 

Pair phase of Workshop 1’s Think-Pair-Share activity on candid conversations: P7 

shared how they used AI to generate ideas to complete the design assignments (and 

even goes so far as to say that they are “dependent” on it) and while P2 felt “held  

back” by using AI in the initial stage of a design cycle. In the Share stage, after 

hearing their peers discuss various approaches, P1 summarized: 

“Every [student] has a different approach to AI and everybody has a different 

perspective. Some [students] don’t like it at all. Some [students] really want to use it. 

Striking that kind of balance in class will be a key challenge.” 
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P1 points out here that finding a balance between students’ preferences for use or 

nonuse (which currently are rarely, if at all, taken into account in university AI 

policies) is important. 

Student Uses of AI that Violated University AI Policy 

There were instances where participants reflected on how they used AI in ways that 

they knew clearly violated their course’s AI policy [P1, P3, P5, P7]. Some described 

relying almost entirely on ChatGPT (e.g., “80-90%”, P7) to complete assignments 

with little personal contribution, while others shared how they incorporated 

AI-generated outputs without citation despite clear prohibitions, because they either 

used in ways that were not allowed, were not sure if their use was or was not allowed 

[P5, P1], or did not want to admit to use because of guilt felt by not being able to 

complete the assignment on their own [P1, P7, P5]. One participant noted that even in 

an assignment designed to critique AI’s perspective, classmates turned to GPT to 

write their critiques of AI [P3]. P5 described a specific instance where they used AI in 

a way that was disallowed: 

“I used [AI] to write a discussion [post]. And that day...I just wasn’t feeling it, and it 

didn’t involve any sources at all. I just said [to the AI tool], ‘Answer this for me.’ I 

just pasted it. And I know some professors have AI detectors, so they probably just put 

it through there. I was like, ‘Yeah, you know what, I’ll take the L that day.’ So that’s 

what happened...they just put in the comments, ‘I could just tell this wasn’t you...’ 

Instead of 100, they gave me an 80.” 
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While this incident did not occur in HCC629, it provides an interesting example: P5 

still received a 80% on an assignment that was entirely AI generated and in clear 

violation of their course’s AI policy. In this way, this mismatch between the rules and 

application of penalties may be contributing to the confusion and disarray, and 

warrants specific attention, as we delve into in the discussion section. 

10 Student-Driven AI Policy Recommendations (RQ3) 

In this section, I overview the 10 AI policy recommendations which resulted from the 

three-part workshop series, addressing Research Question 3––”When given the 

opportunity and support to self-author AI policies, what are student-driven AI policy 

recommendations in a design classroom?” While we define each policy and provide 

details, we also share other discussions that were captured that were related to each 

policy, such as disagreement among participants, or challenges students experienced 

when applying their policies for the interface redesign activity in the final workshop. 

Policy Recommendation #1 Instructions: Instructors should include 

guidelines with concrete examples of acceptable and not acceptable use of AI 

for each assignment. 

Participants felt frustrated and overwhelmed by the lack of clear guidelines on 

acceptable AI use, often wary and coming up with strategies to avoid falling into the 

gray area. As detailed in Section 1, the AI policy in HCC629 allowed students to use 

AI “lightly”, but required students to always cite their use by including chat logs. But 

students were still uncertain of what that exactly meant. After reading this policy P3 

still wondered: “how much can we use AI? What does ‘light use’ mean?” As P1 and 
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P2 emphasized, sometimes their AI tool would alter or generate too much, taking 

their use into a gray area without their approval, making it hard to “undo.” P2 shared:  

“It expands or elongates my content which I don’t want, I just want some rephrasing 

and content refinement. I felt like this comes in the grey area.”  

P2 echoed this: 

“when I try to refine my presentations I allow grammar checks, and it’s unclear 

whether I was relying on it for content structuring.” 

This gray area of acceptable and nonacceptable use worsened when enforcement did 

not align with the policy, as P5 shared above when they received 80% for a 

submission entirely generated by AI in a way that went against their instructor’s AI 

policy. Similarly, P10 reflected on when their instructor did not allow use of AI to 

create videos for an assignment, but their peers who ended up using AI were left 

unscathed by any retribution (likely either because the instructor did not know, or did 

not know how to enforce the policy, have the time to enforce, etc). From this 

experience, P10 walked away with the following lesson:  

“...So what [did] we learn, that they can use AI in the video, even though they were 

told not to use it, and they can still pass the class. So in the next semester, if someone 

says, ‘Hey, don’t use AI for this assignment, otherwise you won’t pass the class.’ And 

if they still use AI for the assignment, they’re expecting to pass that class.”  

This disconnect from policy to enforcement seemed to make AI policies even more 

tenuous. 
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After candid conversations around existing challenges with current AI policies 

participants had navigated, participants circled around a policy which could address 

this. P1 suggested that showing examples of AI policy implementation to students is 

helpful: 

“We can provide acceptable and unacceptable use of AI. The examples can be 

provided in the starting of the class. You can run through a presentation and tell them 

to read on acceptable and unacceptable AI examples.” 

P1 extrapolated how this could also help when working in group settings or teams, 

where examples of acceptable and nonacceptable use can strengthen group dynamics: 

“I feel like it should be done because it makes life easier. If you leave it on students 

on their own, they probably will be confused.” Part of the motivation for this was to 

reduce the amount of fear that students shared about their use of AI, as P6 shared, 

providing examples would decrease the amount of gray area:  

“But if someone is using a lot of AI and they fear not citing it, in order to remove that 

fear, like P1 said, I guess a brief example would do it”. 

When thinking through the efficacy on examples, participants emphasized how 

course-specific policies often failed to provide the level of granularity needed to 

navigate AI use across different types of assignments. As P3 noted, a single blanket 

policy applied to both factual and open-ended assignments could hinder creative 

processes. Students also pointed out that tool-specific policies—such as banning 

ChatGPT but allowing Grammarly—were quickly becoming outdated, as more 

platforms quietly integrated generative AI features. These observations reinforced the 
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need for clearer, assignment-level instructions that accounts for both the evolving tool 

landscape and the diverse demands of design-coursework. 

Policy Recommendation #2 Ownership: We should only use AI for up to 50% 

of our work on any given assignment, so that the majority reflects our own 

ideas and effort. 

The policy topic of ownership—a central discussion and concern in the related 

literature (Bowen and Watson, 2024)—(also interchangeably referred to “authorship”, 

and “accountability” throughout the course of the workshops) was a generator of rich, 

sometimes contentious discussion among workshop participants and student leaders. 

When thinking about ownership, it was natural for students to think this through in 

the context of the percentage they created versus their AI—in other words, how much 

could be generated with AI, but still be considered their work. There was 

disagreement on this percentage though. Where P4 thought that, at most, 30% of an 

assignment should be generated with AI, P1, P6, and P9 argued that no more than 

50% should be AI generated, as they were concerned that this technology would be 

exploited by students to complete the whole assignment. P7 and P3 then argued that 

the percentage is irrelevant (it could be 80%), as long as the original content comes 

from the student. In the end, 50% was the agreed upon halfway point and this seemed 

to build consensus during the workshop discussion. However, any consensus quickly 

dissolved (or was truly never there to begin with) when students applied this policy in 

the design activity. For instance, P3 shared in their post-workshop reflection, that this 

policy in particular felt too rigid: 
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“Honestly, the biggest issue is that [the policy] feels a bit rigid, especially when 

you’re not using AI to do the thinking for you, but just to move faster. Like in my case, 

I had a clear mental model, and the AI tool just helped me skip the 

dragging-and-dropping part. But if we follow the current rules strictly, that might still 

count as ‘more than half AI-generated,’ even though the actual decisions came from 

me. That’s where it gets tricky.” 

Another form of push back came from P1 who noted that as heavy AI use becomes 

normal in the future in industry and maybe academia so that such thresholds (less 

than 50% of AI contribution into assignments) may need reevaluation to support 

students’ future employability. In addition to P1 and P3, P6 and P7 also reported 

difficulties adhering to this policy in the design activity. For instance, P6 pointed to 

the additional labor required of students when AI suggestions took over student voice: 

“I had to consciously revise and rewrite AI-generated text to make sure it reflected 

my own thinking. Balancing usefulness with ownership required effort, especially 

when the AI suggestions were strong.” While many participants said they were open 

to following this policy, they also admitted that compliance would depend on the 

situation. Finally, one of the challenges that surfaced multiple times amongst the 

participants was how to effectively measure and permit the amount of AI a student 

can use in their work. P7 questioned how one can calculate the percentage of AI use 

when there are multiple phases in the design process as well. 
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Policy Recommendation #3 Divergent Thinking: When using AI for 

brainstorming, we should push ourselves to explore alternatives, surprising 

directions, or ideas that feel more personal and meaningful to us. 

When considering the unique role that AI might play in a design classroom, 

participants gravitated towards one policy topic: divergent thinking—the essential 

stage in any successful design process that focuses on developing many, divergent or 

separate ideas before ultimately converging on a subset of ideas to move forward with 

in a design cycle (Tohidi et al., 2006). At a high level, participants considered how 

use of AI hinders other aspects of design assignments such as limitations to their 

self-expression [P5, P7, P8] and creativity [P1, P3, P8]. However, the same students 

pointed to benefits of using AI for creativity. These benefits seemed 

context-dependent—especially in cases where deadlines, workload, or unclear 

expectations would otherwise block deeper engagement with course materials. 

Typically, with deadline-oriented schedules and over-scheduled instructors, this 

critical skill is often underdeveloped in design students (Yu, 2025). 

When participants applied the divergent thinking policy to complete the design 

assignment, this sparked several participants to reflect on thinking about using AI to 

support their ideation processes. In their post-workshop reflections, P1, P2, and P5 

mentioned that the divergent thinking policy encouraged them to prompt AI to branch 

ideas, making it easy to brainstorm, explore alternatives, and resist shallow or default 

responses. For instance, P2 shared: 

“I used GenAI primarily as a creative amplifier, especially in the ideation phase...My 

approach remained iterative. I would prompt the model, reflect on its output, and then 
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reframe or refine ideas to suit my intended direction. The back-and-forth helped me 

stretch my thinking without losing authorship over the outcome.” 

In addition, P8 felt that AI in theory could help as a creativity support tool, especially 

when peers are not available to provide feedback. However, this fell flat in practice as 

the AI outputs were generic:  

“If I don’t have any peers to brainstorm together, [then] I could ask [AI]. [But] I feel 

like it gave me too broad, too general viewpoints."  

P10 contributed a dissenting perspective of using AI to support divergent thinking, 

and emphasized the importance of gaining fundamental design skills to develop one’s 

tastemaking abilities, sans AI. 

Policy Recommendation #4 Job Skills: We should be provided opportunities 

to learn how to use AI in ways that reflect how AI is used in real workplaces 

through coursework. Instructors should stay updated on how AI is used (and 

regulated) in industry. 

Across the workshops, participants were surprised how other students used these tools 

within their classroom (and across the university as described by the survey in 

Section 3.3.1), because most learned on their own how to use AI, rather than learning 

from one another or from the university. This meant that there were large knowledge 

gaps for how to use these tools successfully: P7 was concerned whether they would 

be able to identify bias generated from AI; P1 felt unprepared to write sufficient 

prompts; P3 expressed that students were concerned about academic integrity due to 
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the lack of formal training. To address this, participants like P7 felt that it would be of 

more value to have structured lessons of how to use AI. Currently at [UNIVERSITY], 

as with many other higher education institutions, AI training is not provided to 

students, so students must learn independently [P1, P7]. 

P1, P6, and P7 discussed how any training provided should center employability 

given that now certain and evolving AI skills are necessary to land a job after 

graduating. P1, shared an anecdote with the group about how their roommate just got 

a job, and upon starting the job the roommate’s employer expected all employees to 

use AI. P6 reflected on how, for UX jobs (which the majority of workshop 

participants intended to pursue after graduation), AI skills were now a required part of 

a job application. P7 added that AI literacy was also important for future careers in 

research, such as going for Ph.D. programs. 

During the design activity, P5 pointed out in their reflection that this policy should 

have an important caveat: in some jobs such as government jobs, use of AI systems is 

strictly prohibited. Given the number of alumni from the university who pursue jobs 

in government (due to geographic proximity), this policy was less pertinent to them, 

or needed to respond to this unique constraint as well. Taken together, preparation for 

using AI in future jobs was important for students, but any training or guidance 

should also keep in mind nuances around job restrictions of AI use. 
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Policy Recommendation #5 Bias: We should check if AI-generated ideas 

include any stereotypes or biased assumptions, such as by asking if any 

perspective or voice is missing in the response received. 

One of the 40 policy topics participants did not gravitate towards when selecting 

which topics they wanted to work with was “bias,” where workshop leads 

emphasized how bias, broadly construed, continues to be an ongoing issue with 

generative AI systems due to biased training data, lack of guardrails, and 

homogeneous developer identities. It seemed this hesitation was due to a lack of 

practical support, rather than a lack of interest. For instance, when reflecting on 

putting this policy into practice, P1 struggled with the work entailed to ensure outputs 

were not biased, noting that there are no tools commercially available to support a 

user in this way. Instead, checking for bias required a lot of “manual labor”, as P1 

described: 

“I had to carefully go through the content, analyze language and representation, and 

possibly cross-check against standards or guidelines of the work to ensure that no 

biased assumptions or stereotypes were present, which was time consuming.”  

Other participants found this policy easy to adhere to. For instance, P2 shared:  

“I stayed away from anything that felt biased or vague if something felt off or too 

generic, I just changed it.”  

Interestingly, P4 relied on their generative AI tool to decipher if there was any biased 

content: 
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“I always ask AI if there is any bias and it is usually quick to detect that, so that’s why 

I like adhering to this policy.” 

Overall, while participants differed in their comfort and strategies for addressing bias, 

the reflections point to a broader need for more accessible, reliable tools that can help 

students identify and critically assess biased content in AI outputs. 

Policy Recommendation #6: Citing AI Use (or Not): It is important for us to 

credit AI where credit is due. However, sharing chat logs, as many instructors 

currently require, is tedious and ineffective for both students and graders. 

Instead, we should share a 2-3 sentence summary for each submission 

describing how and why we used AI. 

Citing AI use, such as by including chat logs, came up as a frequent point during 

workshops and post-workshop reflection activities. 

Almost all participants recognized citing logs was tedious work. P5 argued that 

asking to cite AI usage is a big ask for students, and P7 believed that AI use should 

not be cited at all. P4 even shared how they circumvented AI policy required chat 

logs by using AI to cite itself, stating: 

“One of the policies is basically, ‘[cite] everything everywhere we use it.’ So 

basically, if you tell GenAI ‘Consider the policy and then cite yourself appropriately 

wherever you are.’ So it does that whether it’s citing or paraphrasing or putting the 

references that will cite itself.” 
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In their experience, this approach satiated the policy requirement and P4 could avoid 

the tedium of manually citing their use of AI. 

P5 and P7 shared a different concern regarding citing AI use: how if they cited AI, 

this would equate to owning up to the fact that very little of their assignment was 

completed independently. Thus, they were concerned about their grade because it 

would imply that they do not contribute enough on the assignments: 

“Is there such a thing as being too transparent? Because if the professor is asking 

[you] to cite the use of AI, and you have AI do the whole project for you, and you cite 

that, then you’re cooked...But versus, if you use AI to edit a line of your paragraph, or 

a line of code, and you still cite it, you get points taken off.” [P5] 

On the one hand, P5 pointed out the obvious in that citing overuse will lead to 

negative consequences (i.e. “cooked"). On the other hand, they also shared what 

seems to be a mismatch between policy and enforcement, where even when abiding 

by citation rules, points are still deducted when AI is used. 

Based on these impassioned discussions, P1, P2 and P6 proposed an alternative to 

chat logs: a short summary describing how the student used AI per assignment may 

be enough. To capture the dissenting views throughout the workshops, the 

corresponding zine page included digital Post-It notes with various perspectives (See 

Appendix I). 

Policy Recommendation #7 Hypocrisy in Faculty Use: If instructors expect 

us to be transparent about our use of generative AI, we expect the same 
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transparency from them when it comes to how they use AI in teaching, grading, 

or creating assignments. 

Students discussed what they perceived to be a double-standard: while their use of 

generative AI in the classroom is highly regulated, those who dictated the policy did 

not have to abide by similar rules. P4 argued that transparency should be at the same 

level amongst both students and faculty, adhering to the golden rule. Not only did this 

connect to a desire for more equitable treatment, but it also touched on students’ 

concerns to understand how their instructors’ approach may or may not be changing 

in response to AI, and by extension their own learning. For instance, one of the 

student leads reflected on how if faculty free up their time by using AI tools to help 

with rote tasks, they should be able to spend more time one-on-one with students, and 

spend more time dedicated to teaching. 

P9 argued that faculty should demonstrate their expertise by producing teaching and 

grading materials themselves, rather than “cheating” with AI. They felt that if 

professors rely on AI to generate teaching content, it undermines their credibility and 

calls into question whether they actually know the material: 

“If you’re using [AI] to teach, get your Ph.D. revoked honestly. You should know how 

to teach the content that you wrote a dissertation on. I don’t think that would be in 

any way acceptable.” 

While they were fine with faculties’ minor uses, like grammar or formatting, they 

emphasized that students are paying tuition ($13,000 a semester) for professors’ 

knowledge—not AI’s output. 
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Policy Recommendation #8 English Learners: For those of us who are 

English learners, we should be encouraged to use AI to support our English 

proficiency in writing by asking for refinement of our text. Also, we should ask 

for an explanation of the refinements made to further our language proficiency. 

P1, P8, P7, and P2 expressed difficulties in conveying their thoughts in English, given 

that English was not their primary language. Given limited vocabulary and 

grammatical structures, they discussed how their writing in English can be overly 

simple, and expressed frustration when they were unable to convey their thoughts 

clearly as desired. AI tools, in this case, were almost necessary to support writing at 

the academic level. Participants therefore emphasized that policies should explicitly 

recognize AI’s role in helping them understand context and fully express 

ideas—including emotional nuance—without penalizing them. P2 pointed out that 

level of fluency should also be factored into their policy. One of the student leads, 

who is also an English learner, reflected on this point, and echoed that any distinction 

that a policy makes should focus on the level of English proficiency. 

Policy Recommendation #9 Feedback: We can use AI to help us better 

understand and respond to peers’ feedback, especially when revising our work. 

During the initial policy review in the second workshop, there was unanimous 

agreement for this recommendation. Because participants did not get a chance to 

provide feedback on each other’s design assignment in the third workshop, they were 

unable to put this policy into practice, so there was less discussion overall to capture. 

One challenge with this policy was determining how to visually represent this policy 
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on the zine: student leads and the graphic design lead brainstormed back and forth 

different ideas to show the idea of students using AI to make feedback sound 

nicer/constructive and how to implement. 

Students proposed AI as a “shield” for feedback—first a Captain America–style 

shield, then a filter that softens harmful comments and turns vague critiques into 

actionable guidance. The metaphor framed AI as a mediator that scaffolds 

emotionally intelligent exchanges and reflection, addressing discomfort with critique, 

unclear peer-review norms, and the emotional labor of giving/receiving feedback. In 

this view, AI complements—not replaces—peer insight by making feedback more 

digestible, equitable, and growth-oriented, especially where social dynamics inhibit 

candor. 

Policy Recommendation #10 Equity: Everyone in class should have access to 

the same AI tools or models for each assignment to ensure fairness. 

This policy intended to address potential inequities of access to AI tools, as some 

students may have resources to pay for more powerful tiers of the latest models. To 

address this issue, the original version of the policy was more heavy handed: “the 

same AI tool and model should be used by all students for each assignment.” 

However, students ended up disagreeing, listing possible loopholes and pointing out 

how this may be too patronizing. For example, P4 brought up a hypothetical saying 

that some students might be able to create their own AI tools (which may not be 

available to all to use), and that this creativity should not be penalized. 

P7 emphasized the importance of standardizing AI tool usage—by having the same 

tools be available to all students—among students to ensure fairness in completing 
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assignments. Providing a list and access to a baseline set of tools would have the 

added benefit of helping students learn about the never-ending list of AI tools 

popping up now. But keeping this list updated would be a challenge, as P3 articulated: 

“There are a lot of AI tools right now. People don’t even know the existence of 

them”. P10 questioned whether students would receive an AI subscription and what 

ethical standard should guide the selection of an institution-wide subscription. P9, for 

instance, who does not use any AI tools, argued it would unfair for them to have to 

pay for a subscription fee for access to tools that they do not use, similarly 

to the gym fee the university charges them. 

Post-workshop Reflections: Towards more Intentional AI 

Use (RQ2) 

Reflecting Research Question 2 ––“How might we support students to author 

student-driven AI policies in a design classroom? In other words, what scaffolding is 

required to assist students to write effective policies in a design classroom?”–– 

participants shared that the zine-making process gave them permission to question 

and debate classroom AI policies. One of the most notable shifts after the workshop 

series was participants’ increased intentionality in how they used AI. Many described 

changes in their practices, often referencing the conceptual metaphors assigned 

during the redesign activity. Strategies included moving from passive to reflective AI 

use [P1], using AI to deepen insight [P2], and engaging AI iteratively rather than with 

one-off prompts [P6]. 
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During the redesign activity in Workshop 3, participants used AI guided by their 

policies and metaphors to shape their approaches [P2, P3, P7]. Metaphors included 

“AI as a reflective or critical design partner” [P1, P7], “AI as a feedback generator” 

[P1], and most commonly, “AI as a collaborator” [P1, P2, P6]. Participants 

emphasized using AI more deliberately, describing it as a tool to challenge 

assumptions and guide thinking. P2 shared: “This time, I used [AI] more intentionally 

and strategically. I treated GenAI as a collaborative thought partner to question my 

assumptions, reframe ideas, and push past obvious solutions.” 

P6 echoed this: “GenAI served as a thinking partner helping to speed up 

decision-making without doing the thinking for me.” Rather than outsourcing work, 

participants collaborated with AI to build and refine their redesigns. P7 suggested 

institutional AI policies should go beyond punishment to encourage awareness and 

reflection: 

“...students are not aware how they’re using AI, how much they want to use, and how 

they can use Gen AI [tools]. Having such policies, guidance, and instructions will 

help students to be aware of future opportunities, future challenges and risks.” 

Overall, participants came away with new strategies for using AI more effectively and 

deliberately in their learning. Involving students in policy-making helped them 

reimagine how AI could support—not undermine—their educational goals. The 

workshop series created space to unpack the nuances of AI use and encouraged 

students to engage more actively with their learning processes. 
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Continued conversations beyond the workshops and across the university. 

The zine, policy recommendations, and core ethos to center student perspectives 

circulated beyond the workshop context and became a catalyst for continued 

conversation among both faculty and students, as well as senior administrators at the 

university. Faculty members across disciplines drew on it as a prompt for their 

classroom practices. For instance, two HCI faculty guided discussions on their 

course’s AI policies with their students. In addition, a computer science professor 

decided to co-design their AI policy during the first week of classes in their AI ethics 

course, and brought the zine as a starting point. Other faculty walked by the zine 

hanging outside the research team’s lab (See Figure 4). The project also seeded new 

lines of research and collaboration: one participant began working with faculty on a 

related project. In addition, the two student leaders engaged in informal conversations 

with peers about AI policies at the university. 
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Figure 4. The Student-Driven AI Policy Recommendation zine displayed outside of the research team’s 
lab, in the main hallway of the building. 
 

 

Redesigned interfaces of genAI tools to support HCC629 

learning objectives 

Having described the redesign activity in Workshop 3 section, I now present the 

resulting interface redesigns produced by participants. As a reminder, the purpose of 

this redesigned interface activity was to provide an opportunity to participants to put 

the policies in practice. The redesign activity was modeled after HCC 629 weekly 

redesign assignments where students are presented with an existing web interface, 

and are asked to re-design the interface to adhere to design principles. In the context 
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of this workshop series, participants were asked to redesign a genAI tool of their 

choosing to better support learning objectives of HCC 629. To support this redesign 

process, students chose a metaphor to implement in their redesign.  As outlined 

earlier, each redesign was guided by the prompt: “I am going to redesign the interface 

of [GenAI tool] by using the conceptual model of [Conceptual Model] in order to 

strengthen [HCC629’s learning objective].” For each participant, I include their 

guiding sentence, followed by their design rationale as articulated in the redesign 

interface activity worksheet (see Appendix H). The scores for each participant are 

summarized in table X. 

P1:  Claude 

P1’s guiding sentence was:​

I am going to redesign the interface of Claude by using the conceptual model of AI as 

a Critic or Provocateur in order to Facilitate feedback on students’ in-progress 

work in HCC629. 
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P1 highlighted that Claude was repositioned from a passive support tool to an active 

critical reviewer. The new “Challenge Mode” feature enables Claude to ask targeted, 

thought-provoking questions, critique the coherence of arguments, point out potential 

blind spots, and present alternative perspectives. In addition, a bias detector panel 

highlights limited or unbalanced reasoning, encouraging students to revisit their 

assumptions and make more deliberate design decisions. By adopting the 
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Critic/Provocateur metaphor, this redesign mirrors a peer-critique environment, 

prompting students to justify their design rationale and engage more deeply with 

formative feedback.  

Faculty appreciated the concept of an active feedback mechanism, particularly the 

way Claude could challenge students’ reasoning in real time. Some evaluators noted 

that while the idea was strong, the interface itself changed minimally, focusing more 

on AI behavior than UI structure. Suggestions included making feedback more 

specific (e.g., pointing to the exact part of the assignment needing revision) and 

clarifying the scope of input modalities (e.g., text vs. image prompts). Overall, P1’s 

redesign was recognized as conceptually strong, with opportunities to further enhance 

usability and feedback precision. 

P2: Grammarly 

P2’s guiding sentence was: 

I am going to redesign the interface of Grammarly by using the conceptual model of 

AI as a Mirror in order to bolster students’ divergent thinking in HCC629. 
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P2 redesigned Grammarly to encourage divergent thinking through the metaphor of 

AI as a Mirror. Instead of showing a single “correct” revision, the Echo Panel 

displays multiple reflective interpretations of the same sentence, allowing users to 

view their writing through different tones, perspectives, and intentions. By toggling 

between active and passive voice or shifting point of view, students can explore how 

their message transforms under different rhetorical lenses. The interface uses 

first-person UX writing—such as the prompt “Reflect this”—to create a more 

personal and reflective interaction, positioning AI as an agent that expands thinking 

rather than corrects it. This design aims to help students see their own text differently, 

provoking curiosity, stylistic play, and creative exploration. 

Faculty praised the strong engagement with the Mirror metaphor and the creative use 

of the Echo Panel to make students active participants in their writing. They noted 

that the tone and perspective customization had the potential to encourage students’ 

curiosity. However, several evaluators questioned how clearly the design addressed 
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divergent thinking as a learning objective, observing that the metaphor was strong but 

learning objective was less explicit. They also pointed out that the amount of 

information on the screen could be cognitively demanding and suggested clarifying 

the differences between tone variations e.g. what does this redesign make more 

empathic. This redesigned interfaces received the second-highest total score, tied with 

P8’s redesign. 

P3: V0 

P3’s guiding sentence was: 

I am going to redesign the interface of V0 by using the conceptual model of AI as 

Feedback Generator  in order to increase iteration(quantity and quality) in 

HCC629. 
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In order to encourage users to improve each design version step by step, P3 

embedded a clear iteration history displayed with percentage indicators, showing 

progress over time and makes improvement visible at a glance. A “Start next 

iteration” button reinforces the sense of a feedback loop, turning the design process 

into a structured cycle of improvement. P3 emphasized that they used AI to 
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support—not replace—their design decisions, drawing visual inspiration from 

existing tools but maintaining personal authorship of the interface logic and feedback 

tone. 

Faculty recognized that the redesign aligned conceptually with iterative design 

practices and appreciated the idea of a structured feedback loop. However, several 

evaluators found the interface difficult to read and interpret, citing issues such as 

weak text contrast, small font size, and text-heavy panels. They also found the 

iteration percentage indicators unclear, with one noting that “it’s not obvious what the 

numbers mean.” In addition, evaluators expressed uncertainty about how students 

would interact with the interface in practice, including how files would be uploaded 

and how feedback would be applied. Some suggested overlaying feedback directly 

onto the design to improve clarity and reduce cognitive load. Overall, while the 

learning objective alignment was strong, usability and metaphor integration were 

identified as key areas for refinement. 

P4: UX Pilot Figma plugin 

P4’s guiding sentence was:​

I am going to redesign the interface of UX Pilot Figma plugin by using the 

conceptual model of AI as a Personal Tutor in order to facilitate feedback on 

in-progress work in HCC629. 
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The interface enables students to access targeted feedback and suggestions tied to 

rubric criteria or wireframing best practices, instead of allowing the AI to produce full 

wireframes or redesign. Students can initiate a conversation with the tutor when 

stuck, and the feedback adapts to their prior redesign history, saved within Figma. 

Rather than replacing student work, the system is intended to support deeper 

engagement with assignment expectations and design rationale.  

Faculty appreciated the tutoring metaphor and the intention to keep the student as the 

primary actor in the design process, but they also raised several concerns. Many 
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found the interface visually overwhelming, describing it as a “busy page” with too 

much information competing for attention. Several evaluators questioned why there 

were two separate tutor feedback windows, noting that this could confuse users and 

fragment the interaction. Some also felt that the tutor appeared directive rather than 

dialogic, potentially making students more passive rather than encouraging active 

engagement. Faculty suggested that if feedback is presented in a panel, the 

corresponding part of the design should be highlighted, which would make the 

interaction clearer and more actionable.  

P5: ChatGPT 

P5’s guiding sentence was: 

I am going to redesign the interface of  ChatGPT by using the conceptual model of 

AI as a Teammate in order to bolster divergent thinking in HCC629. 

In order to frame ChtGPT as a teammate, P5 embedded five interaction modes: Pass, 
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Wild Ideas, Devil’s Advocate, Create Image, and Run a Play. Each option represents a 

different teammate role. Pass allows the AI to take the lead on the idea; Wild Ideas 

surfaces unconventional alternatives; Devil’s Advocate challenges the user’s 

perspective; Create Image provides a visual interpretation; and Run a Play triggers a 

spontaneous, unprompted response. The interface also includes a welcome 

message—“Creativity is a team sport—ready when you are!”—to set a collaborative 

tone. By offering multiple perspectives and entry points, the design aims to help 

students explore problems from different angles and strengthen divergent thinking. 

Faculty praised the clarity of the interface and recognized the potential of multiple 

teammate roles to support creative exploration. However, they also noted that several 

features were unclear in functionality, particularly the navigation flow and how users 

access this specific interface or switching to other modes. Some evaluators observed 

that the design resembled an idea generator more than an actual teammate, as users 

must initiate all actions rather than engage in mutual interaction. The “Run a Play” 

button was described as confusing and could be renamed to something clearer, such 

as “Randomize.” P5’s redesigned interface earned the highest total score among all 

participants. 

P6: UIZard 

P6’s guiding sentence was: 

I am going to redesign the interface of  UIZard by using the conceptual model of AI 

as a Tool in order to improve students’ self-reflection and perspective-taking in 

HCC629. 
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P6 redesigned this interface to focus on how AI enhances users’s ability rather than 

acting autonomously. Features like “ReflectAI” and “New Perspective Entry” act as 

prompt generators and guides, helping students explore alternative viewpoints while 

keeping them in control of the process. The interface employs a simplified 

black-and-white visual scheme with clear content labels to underscore its tool-like 

function. Rather than producing answers, the AI scaffolds reflection through 

structured prompts, encouraging learners to shift perspectives, reflect, and engage 

more deeply with their own thinking. 

Faculty appreciated the clarity of the written concept and the emphasis on user 

agency. However, several evaluators raised questions about how users would navigate 

to the function and what the output would look like in practice. They noted that some 

of the labels may be unclear to users unfamiliar with the tool and emphasized the 

need for visual indicators to distinguish between features. While the concept was seen 

as promising, one evaluator described the approach to perspective-taking and 
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self-reflection as “too literal,” suggesting that a more nuanced interaction design 

could better communicate the intended learning objective. 

P7: UX Pilot 

P7’s guiding sentence was: 

I am going to redesign the interface of UX Pilot by using the conceptual model of AI 

as a Sensor (Not a Solution) in order to increase iteration (quantity and quality) in 

HCC629. 
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Instead of generating UI screens directly, the interface surfaces design insights and 

issues such as misaligned elements, inconsistent padding, weak contrast, or unclear 

calls-to-action. By overlaying these insights on top of the existing design, the AI acts 

as a sensor that detects and highlights patterns but leaves the decision-making and 

problem-solving to the user. This encourages students to critically evaluate their 

72 
 

 



 

designs and make iterative improvements themselves, aligning with the goal of 

enhancing iteration quality. 

Faculty appreciated the clarity of the sensor metaphor and noted that overlaying 

feedback directly on the original design was an effective way to make issues visible 

without automating solutions. However, several evaluators questioned how this 

redesign would actually increase iteration quantity, even though it clearly supported 

iteration quality. Some faculty also mentioned that the interface resembled an 

accessibility checker, making it difficult to understand the unique contribution of the 

sensor metaphor.  

P8: ChatGPT 

P8’s guiding sentence was: 

I am going to redesign the interface of ChatGPT by using the conceptual model of 

AI as a Coach in order to improve students’ self-reflection and perspective-taking 

in HCC629. 
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P8 embedded AI as a Coach metaphor by emphasizing guidance, encouragement, and 

personalized feedback. The left sidebar includes “Goal Setting,” “Coach’s Tip,” and 

“Progress Tracker” sections, where users can set goals, receive coaching advice, and 

monitor their growth over time. The main chat area enables real-time conversations 

with the AI, offering constructive tips and motivational feedback—mirroring how a 
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coach might guide reflection and improvement. The structured layout aims to build a 

supportive environment that encourages self-reflection and perspective-taking 

through sustained interaction. 

Faculty praised the progress chart visualization and noted that it could help support 

self-reflection. However, several evaluators expressed that they wanted to see more 

visuals that show what the tool is actually coaching students on and found it difficult 

to understand how the interaction would progress over time. They also questioned the 

clarity of the perspective coach, indicating that its effectiveness was hard to determine 

and that the coach metaphor was not fully realized in the current design. Some 

suggested incorporating incentives or other elements to motivate users to continue 

engaging with the system. Faculty also found the quantitative feedback in the 

progress tracker difficult to interpret, pointing to a need for clearer representation. 

P8’s redesigned interface received the second-highest total score, tied with P2’s 

redesign. 

Table 4: Five expert evaluators reviewed each workshop participants’ redesigned interface of 
generative AI tool; redesigns adhered to a conceptual model in order to better support HCC629 
learning objectives. P2, P5, and P6’s redesigned interfaces were rated the highest. 

P# Learning 
Objective 
(ave/3) 

Conceptual 
Metaphor 
(ave/3) 

Usability 
(ave/3) 

Overall 
(ave/3) 

Total 
(ave/12) 

1 2.2 2.2 2.0 2.2 8.6 

2 2.8 2.4 2.6 2.6 10.4 

3 2.2 2.6 1.2 1.8 7.8 

4 3.0 2.8 1.4 2.0 9.2 

5 3.0 2.6 2.4 2.6 10.6 

6 2.4 1.8 1.6 1.8 7.6 
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7 2.0 2.6 2.6 2.2 9.4 

8 2.2 3.0 2.6 2.6 10.4 

 
 

Chapter 5: Discussion 

Chapter Overview 

In Chapter 5, I discuss how students’ diverse perspectives reveal the instability and 

complexity of generative AI policies in higher education. I examine how 

fast-evolving tools, vague institutional guidelines, and uneven enforcement shape 

students’ experiences and concerns, including issues of equity, transparency, access, 

and future workforce implications. I also highlight how creating safe, 

student-centered spaces enabled candid dialogue and surfaced nuanced policy gray 

areas that are often overlooked in top-down approaches. Finally, I discuss how 

linguistic barriers shape the experiences of English learners and how AI tools can 

serve as language partners rather than mere writing aids.  

Centering Students in a Shifting AI Policy Landscape 

Generative AI policies in higher education are unstable—shaped by fast-evolving 

tools, institutional norms, disciplinary needs, and uneven access (Flaherty, 2025; 

Ghimire and Edwards, 2024). Policy writing is therefore an ongoing negotiation, not 

a one-time fix. My goal was to move students—often sidelined—into that process. 

Even in a small sample, views varied widely: some embraced AI (P1–P8), others 
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rejected it (P9, P10), and many worried about over-reliance (P1, P2, P5, P6, P7, P8). 

Students are not a monolith, and policy methods should reflect that heterogeneity. 

Instructors also differ in tool knowledge and rarely make expectations explicit, 

leaving students to infer rules from vague language and uneven enforcement. 

Meanwhile, tools themselves shift (e.g., Grammarly’s generative features), creating 

new ambiguities. 

My findings extend several recent studies exploring student perspectives on 

generative AI. For example, in Pu et al. shared high school students’ concerns about 

how AI might undermine the student–teacher relationship, particularly if educators 

unknowingly spread AI-generated misinformation due to limited understanding of the 

tools themselves (Pu et al., 2025). Similarly, students in our workshops were uneasy 

about the lack of transparency surrounding faculty use of generative AI. Across both 

studies, students called for new types of AI literacy tools. In our case, participants 

asked for features that would allow them to track how much of their work was 

AI-generated versus authored by them—less for enforcement and more as a reflective 

tool to understand their own dependency. Others voiced a desire for integrated bias 

detection tools that could surface potential blind spots or exclusions in AI outputs. 

Still others were curious about the environmental impact of their AI usage to make 

informed decisions. Participants also surfaced equity concerns, including the cost of 

paid AI tools, assumptions about access embedded into assignments, and the risk of 

penalizing students who opt out. In addition, participants expressed a desire for more 

formal training for how to use AI systems (which maybe instructors would also 

benefit from (Fitzpatrick, 2025)). These ideas point toward a broader vision of AI 
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literacy (Cotter, 2024). Some worried about developing habits that might 

disadvantage them in future jobs where AI is restricted (e.g., federal government or 

DoD positions). In both my study and Pu et al., students were already anticipating 

shifts in labor markets, wondering how reliance on AI might affect their job prospects 

or skill development. Yet faculty—who are often tasked with updating 

curricula—may not always be equipped or supported to address these 

forward-looking concerns in a rapidly evolving tech landscape (McDonald et al., 

2025). 

My study also complements and complicates prior work on student-centered policy 

tools like PolicyCraft (Kuo et al., 2025). While PolicyCraft allows students to make 

policy decisions in response to pre-determined AI use cases, my approach 

emphasized co-creating those use cases from the bottom up—surfacing real, situated 

examples that students may have been previously hesitant to share. This deliberative 

setting enabled students to disclose edge cases and gray areas that may not have been 

captured through static examples or individual reflection alone, such as hypocritical 

standards around student vs. faculty AI use transparency. 

Safe Spaces as Preconditions for Honest Dialogue 

Throughout this project, it became clear that creating safe, student-centered spaces 

was not simply a methodological preference, but a prerequisite for surfacing the kinds 

of concerns that most generative AI policies miss. As previous work has noted 

(Harrington et al., 2019), equitable participation technology design cannot be 

presumed—it must be actively cultivated through attention to power dynamics, the 
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same applies to goverenance of AI systems (Delgado et al., 2023). In this study, I 

contribute a detailed description of the particulars involved to co-create safe spaces 

from which to have honest dialogue and form the basis on policy discussions. 

Several participants noted that the way generative AI was introduced in higher 

education—often through fear-based rhetoric and strict enforcement policies—had 

created an environment of confusion and suspicion. Students feared that any question 

about AI policy might be interpreted as an admission of misconduct or as I distilled: 

questions are confessions. This chilling effect is not easily addressed through surveys 

or guidelines alone. Surveys and top-down guidelines, often framed as participatory, 

did little to alleviate this suspicion—especially when paired with institutional login 

requirements and opaque reporting structures. Le Dantec and DiSalvo describe 

publics as emerging through shared concerns and ongoing infrastructuring work—not 

simply through pre-existing communities (Le Dantec and DiSalvo, 2013). In this 

study, the workshops and zines created the conditions for such a public to take shape. 

Participants voiced concerns—about enforcement and institutional opacity–that they 

often felt unable to express elsewhere. Through co-writing policies and designing 

zines, students articulated their positions and circulated them in ways that invited 

debate and reflection. The zines functioned not only as outputs but as boundary 

objects (Star and Griesemer, 1989)—bridging private reflection and public discourse. 

As students shared these across campus, they challenged norms, contested 

assumptions, and began influencing how peers and faculty talked about AI policy. 

This shift was not immediate, but over time through repeated interaction, students 

moved from isolated uncertainty to collective articulation. In this way, the workshops 
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and zines supported not just participation, but the formation of a public actively 

negotiating AI’s role in their learning environments. 

Linguistic Barriers and the Role of AI in Academic Writing 

Throughout the workshops, and as an English learner myself, I observed how 

linguistic barriers compound the academic challenges faced by students who study in 

a language that is not their own. English as Second Language (ESL) and English as 

Foreign Language (EFL) students navigate additional layers of complexity in their 

academic work, such as comprehending complex instructions, following lectures, and 

producing written assignments that meet academic standards as P8 mentioned. These 

demands often require extra time and cognitive resources, including looking up 

unfamiliar terminology, interpreting meaning, and integrating new vocabulary into 

disciplinary discourse. Prior research has long documented these difficulties: ESL 

students experience increased cognitive load, reduced confidence, and heightened 

language anxiety when studying in English-medium institutions (Andrade, 2006; Lee, 

2009; Sawir, 2005). These factors can also exacerbate imposter syndrome and 

feelings of marginalization, particularly in high-stakes academic environments. 

As mentioned in the English learners’ policy, participants (P1, P8, P7, and P2) feel 

frustrated that they are comfortably able to convey their thoughts and opinions clearly 

while capturing nuances differences between their own language and English. They 

appreciated that generative AI tools refine their writing, clarify language structures, 

and enhance their ability to communicate complex ideas, which also reduced  anxiety, 

increased emotional resilience, and fostered self-reflection and creativity among EFL 

81 
 

 



 

learners (He et al., 2025). Similarly, studies have found that digital and AI-based 

writing tools can support vocabulary development, lower language anxiety, and 

improve overall writing performance (Kessler, 2018; Li and Cummins, 2019; Zhang, 

2023). Importantly, participants emphasized not only using AI to correct grammar but 

also relying on explanations of linguistic refinements to actively develop their 

language skills over time. This illustrates how AI can serve as a language learning 

partner, not merely an editing tool. 

P1, P8, P7, and P2 expressed difficulties in conveying their thoughts in English, given 

that English was not their primary language. Given limited vocabulary and 

grammatical structures, they discussed how their writing in English can be overly 

simple, and expressed frustration when they were unable to convey their thoughts 

clearly as desired. AI tools, in this case, were almost necessary to support writing at 

the academic level. Participants therefore emphasized that policies should explicitly 

recognize AI’s role in helping them understand context and fully express 

ideas—including emotional nuance—without penalizing them. P2 pointed out that 

level of fluency should also be factored into their policy.  

These findings highlight the urgent need for faculty awareness and explicit 

institutional policies that account for the linguistic diversity of their student 

populations. Ambiguous or overly restrictive AI policies risk deepening inequities by 

constraining those who rely on AI for legitimate language support, thereby limiting 

both academic engagement and emotional well-being. Instead of defaulting to 

punitive detection-based approaches, universities should adopt more equitable and 

transparent assessment practices that differentiate between AI use for language 
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scaffolding and AI use for content generation. As He et al. (2025) and others suggest, 

thoughtfully integrating AI into language learning environments can enhance 

learners’ agency, confidence, and participation. 
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Chapter 6: Limitations and Future Work 

Chapter Overview 

In the final chapter, I outline the limitations of this study, including its small sample 

size and single-institution focus, and reflect on how these factors shape the scope and 

transferability of the findings. I then discuss future research directions, including 

adapting and evaluating the student-driven AI policy model across different 

disciplines and contexts. I also consider how participatory methods like workshops 

and zines can continue to foster trust, shared responsibility, and evolving “living” 

policies in educational settings. I conclude with a summary of this study’s key 

contributions and its broader implications for participatory AI policy-making in 

higher education. 

Limitations 

This study is limited by its small sample size and single-institution focus, drawing on 

students from one graduate-level design course at a minority-serving public 

university. While this limits generalizability, the small group and peer-led format 

were essential to building trust and enabling the kind of candid disclosure around AI 

use that larger or faculty-led studies often preclude. Still, we recognize that power 

dynamics may have shaped participants’ responses, even in this participatory setting 

as students were not used to such discussions. With more time, some students may 

have proposed policies that veered even farther from faculty rhetoric. Additionally, 

our findings reflect the perspectives of design-oriented students with some prior 
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exposure to generative AI—future work should explore how this model translates to 

other disciplines, institutions, and levels of AI familiarity. 

Implications and Future Work 

The workshops and zines described in this study were not designed to be one-off 

activities, nor should they be seen as the only route to inclusive AI policy-making in 

design classrooms. But they do offer a replicable model—one that centers student 

experience, producing tangible outcomes that circulate beyond the workshop walls. 

Faculty and administrators often lack structured channels to hear from students about 

generative AI use, and students rarely feel empowered to raise concerns, ask for 

clarification, or challenge policies they perceive as unfair. Our findings suggest that 

participatory processes like policy co-creation and zine-making not only foster 

intentionality in how students use AI, but also support a broader culture of trust and 

shared responsibility. 

We encourage departments, instructors, and teaching centers to consider adapting this 

model to their local contexts. This might mean running workshops at the beginning of 

the semester, inviting students to share scenarios that feel unclear or troubling in a 

(truly) anonymized format, or offering small-group, student-driven deliberation 

sessions that culminate in class-wide agreements. Rather than relying on static 

documents or ambiguous university-wide guidelines, instructors could co-develop 

“living” policies that evolve alongside classroom needs and technological change. 

Finally, Dr. Yasmine Kotturi is currently implementing the student-driven policies 

generated from this project in the current offering of the same course taught last year. 
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This deployment provides an opportunity to evaluate the downstream effects of 

student-authored policies in a live classroom setting. Future research will assess how 

these policies are received, whether they prompt behavior change or discussion, and 

how they might evolve through repeated use. We are especially interested in the 

continued ricochet effects of this work: how zines continue to be shared among peers, 

policies circulated to faculty, and public discussions seeded in workshops might 

continue to shape institutional norms. 

Conclusion 

Although generative AI is rapidly reshaping education, most classroom policies are 

written without students and prioritize penalization for misuse, yielding confusion 

and fear-based use. in this study, I set out to explore two research questions: 1) “How 

do students perceive AI policies and AI integration in a design course?” 2) “How 

might we support students to author student-driven AI policies in a design classroom? 

In other words, what scaffolding is required to assist students to write effective 

policies in a design classroom?” and 3) “When given the opportunity and support to 

self-author AI policies, what are student-driven AI policy recommendations in a 

design classroom?” In order to investigate these research questions, I conducted a 

three-part workshop series, and post- workshop interviews. I recruited 10 participants 

who took HCC629 in Fall 2024.  

Findings revealed that students are not a monolith—their engagement with AI is 

diverse, shaped by differing levels of digital literacy and linguistic background. While 

some students embraced AI as a tool for creativity, learning, and self-expression, 
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others were cautious about overreliance or inequities created by unequal access to 

paid tools. Across participants, there was a shared desire for transparency around 

faculty AI use, explicit guidance on ethical boundaries, and recognition of AI’s role in 

supporting English learners. The study also illuminated how safe, participatory spaces 

sans faculty, enabled students to openly discuss policy concerns that would otherwise 

remain unspoken in traditional classroom settings. 

The workshops and zines in this study demonstrate a replicable model for inclusive 

AI policy-making—one that centers student experience and produces tangible 

outcomes extending beyond the classroom. Faculty and administrators rarely have 

structured channels to hear from students about AI use, and students often feel 

disempowered to voice concerns. Participatory approaches such as policy co-creation 

and zine-making offer a pathway toward greater trust, transparency, and intentionality 

in AI use. Departments and teaching centers might adapt this model locally, running 

workshops early in the semester to co-develop “living” policies that evolve with 

technological and pedagogical change. 

Future work includes evaluating the deployment of student-authored AI policies 

currently being implemented in the next offering of the same course. This follow-up 

will examine how policies influence classroom practices, dialogue, and institutional 

norms over time. Longitudinal studies could also explore how participatory methods 

like these might scale across disciplines and contribute to broader frameworks for 

equitable, student-centered AI governance in higher education. 
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I conclude this thesis by presenting these findings and implications as a call to 

reimagine AI policy-making in higher education—not as a top-down compliance task, 

but as a collaborative, student-centered practice that values diversity, reflection, and 

shared responsibility in shaping the future of learning. 
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Appendices 
 

Appendix A: Pre-Workshop Survey 

Thank you for your interest in our research study. We are looking for students to 
participate in series of three interactive workshops exploring UMBC's current policy 
on Generative AI and how it impacts design courses in Human-Centered-Computing. 
 
Section 1: AI Usage Questions 
 

1.​ Name (First name and Last name) 
 

2.​ How often do you use genAI tools? 
 

Never  1  2  3  4  5  All the  time (i.e. daily) 
 

3.​ Which Generative AI tools have you used? 
 

●​ ChatGPT 
●​ Claude 
●​ Gemini 
●​ GitHub Co-Pilot 
●​ Midjourney/DALL-E/Stable Diffusion 
●​ Other: 

 
4.​ Describe the last time you used a genAI tool. 

 
5.​ Describe how you've used genAI in your courses. 

 
6.​ What concerns do you have when using genAI in your courses? 

 
7.​ These were the following Guidelines on Use of Generative AI in HCC629 last 

semester: 
 

"The use of language models such as ChatGPT and other AI-based 
text, image, or video generation tools for assignments will be strictly 
regulated. Your work must be your own. AI generation tools will be 
required for the HCC in the News assignment. Outside of that, AI tools 
can be lightly used; however, they must be limited to a small part of 
any solution and must not contribute to the substance of your answer. 
 
If you use any AI-based text, image, or video generation tools, you 
must: 
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Cite the tool used in the body text as well as in a list of references at 
the end. Omission of the inline citation may result in a reduced grade 
for the assignment.  
 
Describe exactly how you used it and explain how the work is your 
own. 
 
Include a log of all queries used in your submission AND include the 
original generation AND your edits. This applies to all text, videos and 
images. 
 
Use of these tools must be declared in your submission. Not disclosing 
the use is a violation of UMBC’s Academic Integrity Policy." 

 
 

Do you agree with this policy for using Generative AI? 
 

●​ Yes 
●​ No 
●​ I dont know 
●​ Other 

 
8.​ How would you improve the current AI policy above? 

 
9.​ At UMBC, how do existing AI policies support your learning? 

 
10.​At UMBC, how do existing AI policies hinder your learning? 

 
Section 2: Demographic Questions 
 

11.​What is your age range? 
 

●​ 18-24 
●​ 25-34 
●​ 35-44 
●​ 45-54 
●​ 55-64 
●​ 65 or older 
●​ Prefer not to say 

 
12.​Which gender do you identify with? 

 
●​ Man 
●​ Woman 
●​ Non-binary 
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●​ Genderqueer 
●​ Prefer not to say 
●​ Other  

13.​How would you rate your English proficiency? 
 

●​ Basic 
●​ Conversational 
●​ Fluent Native Speaker 
●​ Prefer not to say 
●​ Other 

 
14.​What's your current academic status? 

 
●​ Undergraduate Student 
●​ Master’s Student 
●​ PhD Student 
●​ Other: 

 
15.​What year are you in your degree program? 

 
●​ First year 
●​ Second year 
●​ Third year 
●​ Fourth year 
●​ Other 

 
16.​What is your degree in? 

 
●​ Information Systems 
●​ Hunan-Centered Computing 
●​ Software Engineering 
●​ Other 

 
17.​What grade did you receive in HCC 629? (Note: a lower grade does NOT 

lower your chances of being accepted to the workshop.) 
 

●​ A 
●​ A- 
●​ B+ 
●​ B 
●​ B- 
●​ C+ 
●​ C 
●​ C- 
●​ D or lower 
●​ Prefer not to say 
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18.​Occupation (Select All that apply) 

 
●​ Student 
●​ Employed (full-time) 
●​ Employed (part-time) 
●​ Self-employed 

 
Section 3: Just a few more questions! 
 

19.​This is a student-driven workshop where we want to have frank conversations 
about genAI use in a safe space.  

 
Are you willing and able to share your honest experiences with using genAI? 
 

●​ Yes, I am ready to share my experiences using gen AI in classes. 
●​ No, I am not ready… 
●​ Maybe, but I need to learn more… 
●​ Other: 

 
20.​Please note: all audio transcripts will be de-identified by students overseeing 

research project before sharing with Dr. Kotturi to ensure confidentiality. 
 

●​ Yes 
●​ No 
●​ Other: 

 
21.​The dates for each workshop are listed below. Please check off each workshop 

date you are able to attend - you must be able to attend all workshops to be 
considered. Workshops will take place on campus in ENG 333 - you must 
attend in person. Lunch will be provided. 

 
●​ Friday, March 28th 12:00 - 3:00 PM 
●​ Friday, April 11th 12:00 - 3:00 PM 
●​ Friday, April 25th 12:00-3:00 PM 

 
22.​This study requires participation in all three workshops and completion of 

homework assignments.  Participants will be paid after completion of all three 
workshops via cash (minimum $180, maximum $220) 
 
Do you accept these terms and commit to attending all three workshops? 
 

●​ Yes 
●​ No 
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23.​We will be providing lunch and refreshments during the workshops. Please let 
us know if you have any food/drink preference or any dietary restrictions. 

 

Appendix B: Workshop 1 Feedback Survey 

Thank you for your participation on workshop #1. This survey should take <5 
minutes. PLEASE NOTE: This survey is anonymous. 
 

1.​ How would you rate your overall experience in Workshop #1? 
 

Very poor 1  2  3  4  5  Excellent 
 

2.​ What are two things you liked about workshop 1? 
 

3.​ If you could change one or two things about the workshop, what would they 
be? 
 

4.​ What shocking/surprising insights did you get from other participants in 
workshop? 
 

5.​ How effective was Activity 1's Think Pair Share discussion in reflecting on 
your experiences with GenAI? 

 
Not effective 1  2  3  4  5  Excellent 

 
6.​ How comfortable did you feel sharing your opinions during the discussion? 

 
Not at all 1  2  3  4  5  Excellent 

 
7.​ Were there any challenges you came across while answering the questions for 

activity #3? If so, please describe. 
 

●​ Yes 
●​ Maybe 
●​ No 
●​ Other:  

 
8.​ Were the provided policy topics relevant to your experiences with generative 

AI? 
 

●​ Yes 
●​ Maybe 
●​ No 
●​ Other:  

93 
 

 



 

 
9.​ Do you feel prepared and motivated to continue participating in the next 

workshops? 
 

10.​Do you have any comments/questions? 

Appendix C: Workshop 2 Feedback Survey 

Thank you for your participation, and we would like to have your feedback on the 
workshop #2. This survey should take <5 mins. PLEASE NOTE: This survey is 
anonymous. 
 

1.​ How would you rate your overall experience in Workshop #2? 
 

Very poor 1  2  3  4  5  Excellent 
 

2.​ What are two things you liked about today’s workshop? 
 

3.​ If you could change one or two things about the workshop, what would they 
be? 
 

4.​ Was this your first time making a zine? 
 

●​ Yes 
●​ No 

 
5.​ How would you rate the zine making activity? 

 
Very poor 1  2  3  4  5  Excellent 

 
6.​ What tools did you use to put together your zine pages? 

 
7.​ Did you encounter any difficulties incorporating your policy into the zine 

while ensuring it was both informative in text and visually engaging? 
 

8.​ Any other comments/concerns? 

Appendix D: Post-Workshop Survey 

Thank you for your participants in this policy workshop series! Please answer the 
questions below in order to receive payment. 
 
Section 1: Redesign activity questions 
 

1.​ What did you like about the redesign activity? 
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2.​ What did you dislike about the redesign activity? 

 
Section 2: Overall workshop questions/reflection 
 

1.​ Describe how student perspectives on genAI policy are currently taken into 
account UMBC. 
 

2.​ Describe how you think student perspectives on genAI policy should be taken 
into account UMBC. 
 

3.​ What did you learn from participating in this workshop series? consider what 
you learned from the workshop leaders (Kaoru + Manisha), guest presenters 
(Dr. Martin and Prof Sayo), and/or your peers! 
 

4.​ I worry that I am not adequately prepared for the job market when it comes to 
knowing how to use genAI tools for design/creative tasks. 

 
Strongly Disagree 1  2  3  4  5  Strongly Agree 

 
5.​ I feel confident in my knowledge of using genAI for design/creative tasks. 

 
Strongly Disagree 1  2  3  4  5  Strongly Agree 

 
6.​ I have much to learn when using genAI for design/creative tasks. 

 
Strongly Disagree 1  2  3  4  5  Strongly Agree 

 
Section 3: Just a few more questions… 
 

7.​ After participating in these workshops, how did your views on AI policy 
change? 
 

8.​ After participating in these workshops, how will you change how you use 
genAI tools in your coursework? 
 

9.​ What are two things you liked about the workshops? 
 

10.​What are two things you disliked about the workshops? 
 

11.​If your interface is selected, do you want to stay involved in the research 
project? 

 
●​ Yes 
●​ No 
●​ Maybe 
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●​ Others: 
 

12.​Last question! Did you achieve your goals for participating in this workshop 
series? 

Appendix E: Interview Protocol 

Classrooms Introduction (5 minutes)  

1. Welcome the participant and thank them for their time and feedback. 2. 
Restate the purpose of the interview:  

o “We’re gathering your insights to better understand student perspectives 
on AI  policy and its role in design education. Your feedback will help 
refine AI policies  for future classrooms and clarify any questions we 
have from what you’ve shared  during the workshop.”  

3. Confirm consent to record (if applicable) and remind them that their 
responses will  remain confidential.  

 
For Those who participated in the workshop series: 
 
Section 1: Reflection on Workshop Experience (10 – 15 minutes)  

4. Understanding key takeaways:  
o “You mentioned during the workshop that _<insert participant's 

comment from  workshop/worksheet>_, can you explain this 
further?”  

5. Future use of AI in coursework:  
o “How do you anticipate your approach to using AI in coursework will 

stay the  same or change after participating in this workshop series?”  
6. Perceptions of AI policy:  

o “How would you explain AI policy to your peers or classmates?”  
o “What aspects of AI policy do you think are the most important for 

students to  understand?”  
 

Section 2: Evaluating AI’s Role in a Design Classroom (10 – 15 
minutes)  

7. Challenges of AI in design education + job market 
o how did you use AI in HCC629?  
-​ What do you see as the core challenges of using AI in a design 

classroom like  HCC 629? 
O How should HCC629 adequately prepare you for the job market when it 

comes to using genAI tools for design/creative tasks?  
-​ How comfortable do you feel discussing your GenAI use with your 
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peers? Does this differ with your instructors?  
 
Section 3: Feedback on the Workshop Series (10 – 15 minutes)  

9. Workshop impact and effectiveness:  
o “What did you learn from participating in this workshop series? ”  
 

10. Suggestions for improvement:  
o “If we were to run this workshop again, what would you recommend we 

do  differently?”  
 
Section 4: Evolved thinking since the workshops took place? 

1.​ Since the workshops, what follow up conversations or thoughts have you had 
regarding AI policy in the classroom? 

2.​ Since the workshops, what follow up conversations or thoughts have you had 
regarding  students’ roles in articulating said policy? 

 
For those who did not participate in the workshop:  
 
GOAL: What are the concerns why they did not participate in the workshop 

1.​ To the extent that you’re comfortable sharing, why did you not 
participate in the workshop? 

a.​ If DONT use AI, and didn’t want to participate in the 
workshop: 

i.​ What are your concerns with AI? 
ii.​ What steps are you taking to have your voice heard 

with respect to your refusal of AI in the classroom (e.g. 
are you sharing concerns with faculty, policy makers, 
etc?) 

iii.​ How can we better recruit students who don’t want to 
use AI in the next round of policy workshops (to make 
sure that dissenting opinions are represented)? 

b.​  If they DO use AI, but didn’t want to participate:  
i.​ Why? 

c.​ Review all policies and gather feedback (walkthrough of the 
zine) 

2.​ If they wanted to participate, but couldn’t because of scheduling issue:  
a.​ Here are all of the policies that students created (walk thru one 

by one) 
i.​ TODO- insert all policies 

ii.​ What do you like, what do you wish might change? 
b.​ Here are all of the zine pages 

i.​ What do you like, what do you wish might change? 
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Closing (5 minutes)  

12. What questions do you have for me/us? 
Thank the participant again for their time and valuable insights.  

 
14. Confirm incentive delivery and remind them of the additional $20 

compensation for  their participation in this interview.  
 

Appendix F: Think-Pair-Share Activity 

THINK (without any discussion w/ others) - 15 min: 

●​ How did you use genAI in HCC629 (or other design courses)? 

●​ What are two creative or unexpected ways you’ve used GenAI that helped you 

learn? 

●​ What are two times GenAI use hindered your learning or creativity? 

●​ What are two ways you used GenAI for a class assignment that felt “gray 

area” (neither fully allowed nor disallowed)? 

●​ What’s one way you used GenAI for a class assignment that was not allowed? 

Why? 

PAIR (w/ one person at your table) - 15 min: 

●​ How are your experiences similar or different? 

●​ When do you feel like AI use supports you vs. holds you back? 

●​ What support do you wish you had when using AI tools for classwork? 

Appendix G: Policy Draft Activity 

POLICY TOPIC #1:  

●​ What is the challenge or question behind this topic?  

●​ What learning outcome, specific scenario, and/or course activity is this most 

relevant to?  

●​ Draft your policy statement - use clear verbs + conditions.  
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POLICY TOPIC #2:  

●​ What is the challenge or question behind this topic?  

●​ What learning outcome, specific scenario, and/or course activity is this most 

relevant to?  

●​ Draft your policy statement - use clear verbs + conditions.  

POLICY TOPIC #3:  

●​ What is the challenge or question behind this topic?  

●​ What learning outcome, specific scenario, and/or course activity is this most 

relevant to?  

●​ Draft your policy statement - use clear verbs + conditions.  

POLICY TOPIC #4:  

●​ What is the challenge or question behind this topic?  

●​ What learning outcome, specific scenario, and/or course activity is this most 

relevant to?  

●​ Draft your policy statement - use clear verbs + conditions.  

POLICY TOPIC #5:  

●​ What is the challenge or question behind this topic?  

●​ What learning outcome, specific scenario, and/or course activity is this most 

relevant to?  

●​ Draft your policy statement - use clear verbs + conditions. 

Appendix H: Redesign Interface Activity Worksheet: 

Your name: _____________ 
 

​ I have completed my interface redesign and redesign description 
​Figma file is shared and editable  
​Worksheet is shared and editable 

​ I have completed the redesign activity reflection 
​ I have completed the post-workshop survey 
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Your learning objective: 

●​ Bolster students’ divergent thinking 
●​ Facilitate feedback on students’ in-progress work 
●​ Increase students’ iteration (quantity and quality)  
●​ Improve students’ self-reflection and perspective-taking 

Your AI tool: 

●​ Claude 
●​ ChatGPT 
●​ Grammarly 
●​ UIZard 
●​ UX Pilot Figma Plugin 
●​ V0 

Your metaphor: 

●​ AI as a Tool: AI extends your abilities—like a calculator or spell-checker. It 
doesn’t act on its own, but helps you do something faster or better. 

●​ AI as a Co-Agent: AI is a creative partner that shares control. It actively helps 
you make decisions, generate ideas, and adapt to changes in your process. 

●​ AI as a Coach: AI observes your work and offers tips or encouragement to 
help you improve. Like a sports coach, it gives advice—but doesn’t do the 
work for you. 

●​ AI as a Personal Tutor: AI delivers structured lessons and adapts based on 
your strengths and weaknesses. It’s like having a private teacher guiding your 
progress. 

●​ AI as a Feedback Generator: AI helps you reflect by giving critique, 
suggestions, or alternatives—like a peer or TA during a studio critique. 

●​ AI as a Sensor (Not a Solution): AI detects patterns, surfaces insights, or 
shares data—but doesn’t tell you what to do. It supports your judgment 
without replacing it. 

●​ AI as a Critic or Provocateur: AI challenges your assumptions, asks hard 
questions, or shows unexpected results to spark new thinking. 

●​ AI as a Teammate: AI works with you on shared tasks—like a group project 
partner. It needs to be responsive, predictable, and aware of your goals. 

●​ AI as a Mirror: AI reflects your inputs, behaviors, or biases back to 
you—helping you notice things about your work or thinking that you might 
miss. 

●​ AI as Infrastructure: AI shapes what’s possible behind the scenes. It may not 
be visible in the interface, but it influences who can access what, and how. 

 

Complete this sentence based on your assigned selections above: 
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I am going to redesign the interface of [Selected AI tool] by using the conceptual 
model of [Selected conceptual model]  in order to [Selected learning objective] in 
HCC629. 
 
Insert link to your Figma prototype:  
 
Screenshot(s) of your redesign here: 
 
Description of how you have implemented your assigned metaphor in your 
redesign (75 words minimum): 
 
 
Description of how your redesign supports your assigned learning objective (75 
words minimum: 
 

Redesign activity reflection: 

1)​ Compared to last semester’s HCC629, how did you use genAI similarly to 
complete this redesign activity? 

 
2)​ Compared to last semester’s HCC629, how did you use genAI differently to 

complete this redesign activity? 
 

3)​ Which AI policies were easiest to adhere to, and why? 
 

4)​ Which AI policies were the hardest to adhere to, and why? 
 

5)​ Based on these difficulties, how would you revise these policies? Please 
include revised policies in your response. 

 

Appendix I: A Student-Driven AI Policy Recommendations 
Zine Pages 
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Fig. 1. Instructions 
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Fig. 2. Ownership 
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Fig. 3. Divergent Thinking 
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Fig. 4. Job Skills 
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Fig. 5. Bias 
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Fig. 6. Citing Use (or Not) 
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Fig. 7. Hypocrisy in Faculty Use 
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Fig. 8. English Learners 
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Fig. 9. Feedback 
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Fig.10. Equity 
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Student Perspectives on 
Generative AI Policy
Workshop #1: Frank Conversations

Scan here to complete the  
pre-workshop survey if you 
haven’t already



Workshop series overview

Workshop #1: Policy drafting through frank conversations (today!)

Workshop #2: Policy in print through zine making (April 11)

Workshop #3: Policy in action through interface re-design (April 25)



The Big Picture

UMBC “policy” on AI use in the classroom is driven by faculty and 
administrators…



…however students are 
the “lead” users

Von Hippel, Eric. "Lead users: a source of novel product concepts." Management science 32.7 (1986): 791-805.



What are some key challenges with current 
approaches to generating AI policy in the classroom?

- Overlook student perspectives
- Overly vague
- Fear mongering w/ academic integrity
- Lacks connection to job market
- Methodological issues
- Others?



Measures we are taking to 
ensure your privacy:

- Student-driven workshop series
- Audio recordings - no identifiable data will be shared with anyone besides Kaoru + 

Manisha i.e. PI (Dr. Kotturi) and any other faculty will not have access
- Google docs - no identifiable data will be shared with anyone besides Kaoru + 

Manisha i.e. PI (Dr. Kotturi) and any other faculty will not have access
- Photographs for presentation materials, devoid of anything you share in workshops



What’s in this for you?

- Compensation! $180-220, paid in cash after successful completion of 
ALL workshops 

- Have your voice reflected in UMBC AI policy
- Publish a student-authored zine
- Be a part of research project
- Add to online portfolio
- Build your network of like-minded and passionate peers at UMBC



Student Workshop Leaders and Co-Hosts

Manisha

● Currently in last semester of 
Information Systems B.S + 
Accelerated M.S in Human 
Centered Computing 

● Took HCC629 Fall ‘24
● Recently subscribed to 

ChatGPT Plus 

Kaoru

● MS in HCC
● Took HCC629 Fall ‘23
● Recently learned how to do 

quantitative analysis on 
ChatGPT



Intros and ice breaker

● Your name
● Degree program and year
● What is the strangest response you have received from GenAI? What 

prompted this response? 



Questions about the 
research study?



12:30 - 1:40 Activity #1: Frank Discussion on AI Experiences

Workshop #1 Agenda

Break

Activity #2: 15 min AI Committee Presentation 
by Dr. Lara Martin (CSEE), 15 min Q&A

Activity #3: Reflection and Policy Topics 
Exploration

1:40 - 1:50

2:00 - 2:30

2:30 - 3:00



Activity #1 worksheet: https://tinyurl.com/mwrbfh36

Activity #1 (12:30-1:40): Candid conversations

12:30-12:45
Think: how you use AI in HCC 629, how this 
hindered/helped learning, when uses were in “gray 
area” + not allowed 

12:45-1:10p Pair: similarities/differences between partners

1:10p-1:40p Share: your partner’s responses with group

https://tinyurl.com/mwrbfh36


Activity #2: The UMBC 
AI Committee
Dr. Lara Martin



Charge (Goals)
1. Defining AI: Develop a comprehensive definition of artificial intelligence tailored to the educational landscape

2. Exploring AI Applications: Investigate and catalog potential uses of AI technologies in classroom instruction, curriculum 
development, assessment methodologies, and student support services.

3. Identifying Unauthorized Uses: Identify and analyze potential unauthorized or unethical applications of AI in the classroom, such 
as invasions of privacy, biased decision-making algorithms, or other misuse of AI technologies. 

4. Policy Recommendations: Formulate evidence-based policy recommendations to guide the ethical and responsible integration of 
AI technologies in teaching and learning environments

5. Reporting: Providing regular updates on the progress of the inquiry, soliciting feedback from faculty members, and presenting 
finalized policy recommendations 



Timeline

July 2024 - Committee was formed
September 2024 - Committee first met, Literature review
November 2024 - Faculty Survey finished 
March 2025 - Student Survey finished, Faculty and student 
listening sessions

Planning to respond to charge and wrap up soon



Faculty Survey Results
N= 284, 11/6/2024 - 11/18/2024 



Respondents’ 
department



To the best of your knowledge, to 

what degree are faculty in your 

department using Generative AI 

related to their teaching?



20.49% of all participants

To the best of your knowledge, to 

what degree are faculty in your 

department using Generative AI 

related to their teaching?





From your faculty perspective, what 
immediate issues should the AI Committee 
explore?

Themes:

1. University Policy on AI Use: There is a strong call for a clear university policy on the use of AI tools, including 

guidelines on academic integrity and plagiarism.

2. Impact on Critical Thinking, Reading, and Writing Skills: Educators are concerned about how AI affects students' 

ability to develop critical thinking, reading, and writing skills.

3. Training and Support for Faculty: Educators need support and training to keep up with AI developments and 

effectively integrate AI into their teaching

4. Detection and Prevention of AI Use: Many respondents want effective methods for detecting and preventing 

unauthorized AI use in student assignments.

5. Ethical and Privacy Concerns: There are concerns about the ethical use of AI and the privacy implications of AI tools.



What else does AI Committee need to know 
regarding Generative AI + teaching @UMBC?

Themes:

1. Guidelines and Training: Respondents emphasize the need for clear guidelines on AI use and comprehensive training 

for both students and faculty.

2. Impact on Student Learning: Educators are worried about how AI affects students' learning, particularly their critical 

thinking and writing skills.

3. Support for Faculty: Many respondents feel overwhelmed by the rapid changes brought about by AI and need support 

to adapt their teaching methods.

4. Environmental and Ethical Concerns: There are significant concerns about the environmental impact of AI and the 

ethical implications of its use in education.

5. Student Perspectives: Some educators want to understand how students are using AI and involve them in discussions 

about AI policies and practices.



Student Survey Results
N = 200 2/27/2025 - 3/11/2025



Respondents’ 
majors













Any questions for 
Dr.Martin? 



Student-driven discussion (sans faculty):
Reflecting on Dr. Martin’s Presentation

What stood out to you the most?

Was anything surprising or particularly relevant to how you use GenAI tools?

Any noticeable differences between faculty and student responses?



● Brainstorm and choose policy topics (next 
slide)

Activity #3 (2:30-3:00p)

● Start drafting three sentences per policy topic 
within provided worksheet

● Email completed worksheet April 3 @ 11:59p
○ Include Kaoru + Manisha – CC Dr. Kotturi



Design + creative process
● Divergent thinking: How can generative AI encourage you to explore diverse ideas and inspire creative approaches 

to problem-solving?
● Convergent thinking: How can generative AI support you to refine your ideas and create polished artifacts?
● Process: How should you showcase your design process and evolution, when using genAI in HCC 629?
● Feedback: How can you effectively use feedback from generative AI to improve your own learning?
● Reflection: How can generative AI tools facilitate reflection when you are designing?
● Design Ethics: When all design can be considered redesign, where do you draw the line for ethical approaches to 

design? 
● Accuracy/Efficacy: How should you make sure that genAI tools are providing accurate and high quality results?

Learning & Cognitive Development
● AI literacy: What are the practical skills you want to learn for how to use AI tools in HCC 629?
● Agency: How can you design generative AI interactions to enhance your sense of control?
● Critical thinking: What “shortcuts” do you think are appropriate to take versus those that will impede your learning 

in HCC 629?
● Motivation and Engagement: How can we leverage generative AI to enhance and sustain your interest in learning? 
● Instructions: What instructions should be provided to students to help them clearly understand how and when 

generative AI can be used in a design class?
● Grading/rubrics: How should you be constructively evaluated when integrating GenAI into your work? Can faculty 

use genAI to help grade your work?
● Job skills: How do you want to be prepared to use AI when entering the job market?

AI Policy Topics - with prompting questions



AI Policy Topics - with prompting questions

Collaboration

● Group Work: How should group work be structured when genAI tools are used to complete projects?  
● Social Support: What do you think when you witness your peers using generative AI for assignments and 

coursework?
● Authenticity: What does it mean to have your voice reflected in the work you’ve co-created with generative AI? 
● Ownership: What does it mean to have a sense of ownership over your work created with genAI? Is ownership 

important? Why? Why not?

Equity and Fairness
● Accessibility: How can you ensure equitable access among your peers to Generative AI tools, regardless of ability? 
● Equity: How do you ensure use of genAI is approachable regardless of technical background? 
● Accountability: What does it mean to be accountable when using genAI to complete your coursework?
● Academic Integrity: How do you think about academic integrity when using genAI to complete your assignments? 
● Transparency: Should you report use of genAI tools on assignments? If yes, why and how? If not, why not?
● Hypocrisy in Faculty Use: What standards should faculty members be held to in regards to their use of AI?

What other policy topics are missing?



Jihye - reflection, convergent thinking, 
feedback, divergent thinking, Group work

Lokika - accountability, accessibility, 
divergent thinking, job skills, group work

Vishal – ownership, convergent thinking, 
divergent thinking, authenticity, hypocrisy 
in faculty use

Aasmita - authenticity, design ethic, 
motivation and engagement, Agency, 
critical thinking

Choose 5 policy topics

All policies topics need at least one person assigned 

Aniqa - AI literacy, critical thinking, 
Grade/Rubric, academic integrity, equity

Ali - transparency, job skills, social 
support, Grade/Rubric, Agency

Pooja - accountability, feedback, accuracy, 
instructions, ownership, 

Jay - accountability, process, hypocrisy in 
faculty use, group work, job skills



1. What is the challenge or question behind this policy topic?

1. What learning outcome, specific scenario, and/or course activity is this most 
relevant to?

1. Draft your recommendation (i.e. policy statement) using clear verbs + 
conditions. 

Write three sentences per each policy topic 

Activity #3 Worksheet: https://tinyurl.com/4av5ys5v

https://tinyurl.com/4av5ys5v


1. What is the challenge or question behind this policy topic?
At what step in our design process should we integrate gen AI? 

1. What learning outcome, specific scenario, and/or course activity is this most 
relevant to?

Going through the steps of the design sprint process: empathize, ideate, 
convergent thinking, prototyping, testing

1. Draft your recommendation (i.e. policy statement) using clear verbs + 
conditions. 

After completing the first draft of work on their own, students should ask 
AI to help refine their work. 

For example: “Process”



Worksheets due Thursday April 3 @ 11:59p  
- email Kaoru + Manisha (CC Kotturi)

Please respond to any follow up emails 
promptly

Next workshop Fri April 11 12-3p - ENG 333 

Questions?

If you get stuck, email us



Housekeeping

Before leaving, please do the following: 

● Clean up any trash in your area / on the tables
● Push your chairs back into the tables
● Don’t forget any belongings!

This room has been graciously loaned to us and we would like to 
leave it the way we found it :) 



Student-Driven 
Generative AI Policy in 
Design
Workshop #2: Zine Making

April 11, 2025

Complete workshop #1 
feedback survey!



12:00-12:20 Reflections from Data Analysis

Workshop #2 Agenda

How to Make a Zine with Prof. Sayo

Review of Policy Recommendations

Zine Making! (break as needed)

12:20-12:40

12:40 - 1:00

1:00-3:00



What do you want to get out of this 
workshop series?

Let’s look at worksheet 
responses…



“It’s inevitable that genAI will be a part of our lives. If so, I 
would like to at least do it in a way that is ethical and 
doesn't leave me feeling like I've committed a crime.”



“I believe students perspective should be more considered 
while deciding these policies.”



5 strongly agree ← → 1 strongly disagree

Students' perspective should be taken into account when creating UMBC AI 
Policy.

(-)Average = 4.875

Students' perspectives are currently into account in current UMBC AI Policy.

(-)Average = 3.375

Pre-survey likert scale responses



(-) Focus on design, HCC629 in particular

(-) Students are the lead users, the experts

The Big Picture: Student-Driven AI Policy 
in a Design Classroom

(-) Student-driven workshop design

(-) Student-drive data collection + data analysis 
(steps to de-identify)



Reflections from policy recommendations

(-) It can be really hard to center your own perspective!

(-) Disagreement in AI policy recommendations (e.g. do/don’t 
use gen AI in divergent/convergent stages only, text-based 
rationales)

(-) Contradiction in policy versus practice (e.g. citing use of 
genAI, screenshots of all prompts, etc)

(-) other thoughts?



What’s in this for you?

- Compensation! $220, paid in cash after successful completion of ALL 
workshops 

- Have your voice reflected in UMBC AI policy
- Publish a student-authored zine
- Be a part of research project
- Add to online portfolio
- Build your network of like-minded and passionate peers at UMBC



[VISUAL ARTS PROF 
NAME]
Graphic designer & educator
Assistant Prof, Visual Arts @ UMBC

10
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We are two artists, design professors and 
practitioners of the Filipino diaspora coming 
together with a shared practice around zines; 

we see zine-making as a shared act of resistance, an 
exercise of imagination, a medium for 
self-expression and a tool for liberation.

11
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AUTHORS NAME REMOVED



What’s a zine?

● Zines are self-published printed materials 
like booklets, broadsides and pamphlets. 

● It’s both an object and method to 
disseminate information, express and 
connect.

● It’s also a way of being, a way for us to 
exist in archives.

13
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Zines as research

What would it feel like to write our own stories? 

How do we control our narrative? 

What stories will they read about us in the future?

15



Zines as research

What does it mean 
when 

• we document our 
own stories, 

• reference each 
other’s lived truths, 

16

• produce work for 
future ancestors to 
cite and connect to,

• and steward a 
collective archive?



Zine-making Time

17

1. Grab a piece of paper 
2. Markers, pens, pencils
3. Open up Figma (link forthcoming)



18

Cover

Parts of a zine



19

Spread

Page Page

Margins



20

Back Cover 

 



Space Type Generator



ASCII Art Generator



Noun Project (Icons + photos)



DALL-E



Iconify - Figma Plugin



Dither Me This



What words or ideas do you want to emphasize?

Typographic Posters



- Student-driven (could not be written by 
faculty)

- Actionable, concrete
- Reduce redundancy - combined multiple recs
- Respond to AI policy discussions @ UMBC
- Need to strengthen connection to HCC629

11 draft policy recommendations



The same GenAI tools and models should be used 
by all students for each assignment.

Equity



Students should use AI to help them analyze and 
address their peers’ critiques.

Feedback



Instructors should include guidelines with concrete 
examples of acceptable and not acceptable use of AI 
for each assignment. 

Instructions



Less than half of the work should be generated with AI.

Grading/Rubrics



Students should check if their AI-generated ideas include any 
stereotypes or biased assumptions, such as by asking if any 
perspective or voice is missing in the response received.

Design Ethics



To avoid hypocrisy, faculty should model the transparency they expect 
from students when it comes to GenAI use in teaching, assignments, 
and grading. 

Faculty Use



The university should provide access to essential AI tools through 
institutional licenses or recommend free alternatives. 

Accessibility



Ownership over our decisions - whatever I am using AI for, I am 
accepting it.

Ownership



“There’s a real challenge in making sure that these AI-suggested ideas 
don’t become a limit to my own imagination”

Divergent Thinking



Assignments should include opportunities to use AI tools in ways that 
mirror industry practices; faculty should research company policies on 
the ethical use of AI.

Job Skills



English Learners Use of GenAI

English Learners can use genAI to refine their drafted text by asking not 
only for refined text but also a list of the refinements made.



40

But first ✨planning✨
1. Highlight, underline what you think is the most important part of your selected 

AI policy.

2. Do some research on different lettering, font or poster styles. Gather 5-6 
images that will act as your inspiration.

3. Thumbnail sketching: On a sheet of paper draw 3-5 thumbnail sketches out 
your design that emphasize important parts of your AI policy.



Figma Zine Template

Each person is assigned a page with 
their name on the left hand side. 

URL:  

Password: 



Space Type Generator https://spacetypegenerator.com/

Zine Resources

ASCII Art Generator

Noun Project

DALL-E

Iconify

Dither Me this 

https://www.asciiart.eu/image-to-ascii

https://thenounproject.com/

https://chatgpt.com/

https://tinyurl.com/y2fmtnmu

https://doodad.dev/dither-me-this/

Blobmaker https://www.blobmaker.app/

Font Squirrel https://www.fontsquirrel.com/



Zine pages due Thursday April 17th 

Please respond to any follow up emails promptly

Next workshop Fri April 25 12-3p - [ROOM#]

Questions?

If you get stuck, email us

● Digital pages due at 11:59PM by email
● Analog pages due at 8:00 PM to [ROOM#]



Before leaving, please do the following: 

● Clean up any trash in your area / on the tables
● Push your chairs back into the tables
● Don’t forget any belongings!

This room has been graciously loaned to us and we would like to 
leave it the way we found it :) 

Housekeeping



Student-Driven 
Generative AI Policy in 
Design
Workshop #3: Interface Redesign

April 25, 2025

Complete workshop #2 
feedback survey!



Overview of workshop series 

Workshop #1: Policy drafting through frank conversations 

Workshop #2: Policy in print through zine making 

Workshop #3: Policy in action through interface redesign 



Overview of workshop series 

Workshop #1: Policy drafting through frank conversations 

Workshop #2: Policy in print through zine making 

Workshop #3: Policy in action through interface redesign (today!!)



12:00-12:40 Reviewing zines!

Workshop #3 Agenda

Redesign activity instructions

Redesign activity

Wrap up + final steps to receive payment

12:45-1:15

1:20 - 2:40

2:40-3:00



Ownership over our 
decisions - whatever I 
am using AI for, I am 
accepting it

Pooja

Ownership



Ownership over our 
decisions - whatever I 
am using AI for, I am 
accepting it

Aasmita

Ownership



Ownership over our 
decisions - whatever I 
am using AI for, I am 
accepting it

Jihye

Ownership



To avoid hypocrisy, faculty 
should model the 
transparency they expect 
from students when it comes 
to GenAI use in teaching, 
assignments, and grading. 

Vishal

Faculty Use



Vishal

Divergent 
Thinking



Students should check if 
their AI-generated ideas 
include any stereotypes 
or biased assumptions, 
such as by asking if any 
perspective or voice is 
missing in the response 
received.

Aasmita

Design Ethics



Students should check if 
their AI-generated ideas 
include any stereotypes 
or biased assumptions, 
such as by asking if any 
perspective or voice is 
missing in the response 
received.

Ja
y

Design Ethics



The university should 
provide access to 
essential AI tools 
through institutional 
licenses or recommend 
free alternatives. 

Lokika

Accessibility



Accountability should 
mean understanding and 
justifying the “why” 
behind every decision, 
even if an idea came 
from AI.

Jay

Accountability



Non-native English 
speakers can use genAI 
to refine their drafted 
text by asking not only 
for refined text but also 
a list of the refinements 
made.

Aniqa

Non-native English 
Speakers



Non-native English 
speakers can use genAI 
to refine their drafted 
text by asking not only 
for refined text but also 
a list of the refinements 
made.

Non-native English 
Speakers



The same GenAI 
tools and models 
should be used by 
all students for 
each assignment.

Ali

Equity



Students should 
use AI to help 
them analyze and 
address their 
peers’ critiques.

Ali

Feedback



Assignments should 
include opportunities to 
use AI tools in ways that 
mirror industry 
practices; faculty should 
research company 
policies on the ethical 
use of AI.

Lokika

Job skills



Less than half of the 
work should be 
generated with AI.

Aniqa

Grading/
Rubric



Less than half of the 
work should be 
generated with AI.

Pooja

Grading/
Rubric



Difficulties when making zines?
“One difficulty I encountered was finding the right balance between 
text and visuals—I wanted to include all the important details of the 
policy, but too much text started to make the page feel crowded”

“My analog version turned out more on text heavy based side, but i am 
having little difficulty for digital version as to what to put on it and how 
can it look visually appealing while saying the policy.”

Rest assured — we will work with experts to refine and curate!



Zine next steps
- April 28 - May 9: Curation - we will work with experts to curate 
- May 12 - May 15: Printing
- May 16: Share + circulate on campus and beyond!

Super important - we will need your final approval ~May 9 before printing via 
email. If we don’t hear from you, we will assume you’ve given your approval

Super super important - if you do NOT want to be an author of the zine, let us 
know before the end of today’s workshop



Break?



Workshop #2 feedback

“I really didn't know how these zines would help you research in AI 
policies. I believe this task was good but was not that much related to 
the main concern of subject.”



Let’s recall the redesign activities we did in 
HCC 629…



Interface Redesign Activity (5 steps)
1. Redesign an interface of genAI technology, using Figma
2. A metaphor will guide your conceptual model in your redesign
3. Interfaces will improve HCC629 learning outcomes
4. Must FOLLOW the policies while doing your redesign and 

complete activity reflection
5. Experts will review and rank interfaces

a. Top interface(s) will be built in the next phase of this research project (~Fall 
2025)



Step 1: GenAI interface options



Interface #1: Claude (text-generation)



Interface #2 - Grammarly (text-generation)



Interface #3 - ChatGPT (text-generation)



Interface #4 - UIZard (UI/Image generation)



Interface #5 - UX Pilot (UI/Image generation)



Interface #6 - V0 (UI/Image generation)



Step 2: Metaphor options



Metaphor options: “AI as…”

● AI as a Tool: AI extends your abilities—like a 
calculator or spell-checker. It doesn’t act on its own, 
but helps you do something faster or better.

● AI as a Co-Agent: AI is a creative partner that shares 
control. It actively helps you make decisions, 
generate ideas, and adapt to changes in your 
process.

● AI as a Coach: AI observes your work and offers tips 
or encouragement to help you improve. Like a sports 
coach, it gives advice—but doesn’t do the work for 
you.

● AI as a Personal Tutor: AI delivers structured 
lessons and adapts based on your strengths and 
weaknesses. It’s like having a private teacher 
guiding your progress.

● AI as a Feedback Generator: AI helps you reflect by 
giving critique, suggestions, or alternatives—like a 
peer or TA during a studio critique.

● AI as a Sensor (Not a Solution): AI detects 
patterns, surfaces insights, or shares data—but 
doesn’t tell you what to do. It supports your 
judgment without replacing it.

● AI as a Critic or Provocateur: AI challenges your 
assumptions, asks hard questions, or shows 
unexpected results to spark new thinking.

● AI as a Teammate: AI works with you on shared 
tasks—like a group project partner. It needs to be 
responsive, predictable, and aware of your goals.

● AI as a Mirror: AI reflects your inputs, behaviors, or 
biases back to you—helping you notice things 
about your work or thinking that you might miss.

● AI as Infrastructure: AI shapes what’s possible 
behind the scenes. It may not be visible in the 
interface, but it influences who can access what, 
and how



Step 3: Learning objective options



- Bolster students’ divergent thinking

- Facilitate feedback on students’ in-progress work

- Increase students’ iteration (quantity and quality) 

-
Improve students’ self-reflection and perspective-
taking

Learning objectives to strengthen design 
studio culture and critique in HCC629:



Step 4: Follow AI policies!



Final AI Policies
1. Include a 2-3 sentence summary of how you used genAI to complete your redesign
2. Less than half of the work should be generated with AI.
3. Students should check if their AI-generated ideas include any stereotypes or biased 

assumptions, such as by asking if any perspective or voice is missing in the response received.
4. Accountability should mean understanding and justifying the “why” behind every decision, 

even if an idea came from AI.
5. Ownership over our decisions - whatever I am using AI for, I am accepting it -
6. When using generative tools for brainstorming, push beyond initial suggestions to explore 

alternative, unexpected, or personally meaningful directions.
7. Non-native English speakers can use genAI to refine their drafted text by asking not only 

for refined text but also a list of the refinements made.
8. The same GenAI tools and models should be used by all students for each assignment.
9. To avoid hypocrisy, faculty should model the transparency they expect from students when 

it comes to GenAI use in teaching, assignments, and grading. 
10. The university should provide access to essential AI tools through institutional licenses or 

recommend free alternatives. 
11. Students should use AI to help them analyze and address their peers’ critiques.
12. Instructors should include guidelines and rubrics with concrete examples of acceptable and 

not acceptable use of AI for each assignment. 
13. Assignments should include opportunities to use AI tools in ways that mirror industry 

practices; faculty should research company policies on the ethical use of AI.



Step 4a: Redesign activity reflection



Redesign activity reflection questions:

● Compared to last semester’s HCC629, how did you use genAI 
similarly to complete this redesign activity?

● Compared to last semester’s HCC629, how did you use genAI 
differently to complete this redesign activity?

● Which AI policies were easiest to adhere to, and why?
● Which AI policies were the hardest to adhere to, and why?
● Based on these difficulties, how would you revise these policies? 



Putting it all together…

1. AI tool: ChatGPT
2. Metaphor: AI as provocateur 
3. Learning objective: Improve my self-reflection and perspective-

taking

“I am going to redesign the interface of ___<insert AI tool>____ by using 
the conceptual model of ____<insert metaphor>_________ in order to 
____<insert learning objective>_______ in HCC629.”



Interface Assignments 
Text-Based

● Claude (1)
○ Lokika

● Grammarly (1)
○ Aasmita

● ChatGPT  (2)
○ Jihye 
○ Ali

UI/Image-Based

● UIZard  (1)
● Pooja

● UX pilot figma plugin (2)
● Aniqa
● Jay

● V0 (1)
● Vishal



Bolstering divergent 
thinking (2)
● Aasmita
● Ali

Learning objective assignments:

Facilitating feedback on 
in-progress work (2)
● Aniqa
● Lokika

Increasing iteration 
(quantity and quality) (2)
● Jay
● Vishal

Self-reflection and 
perspective-taking (2)
● Pooja
● Jihye



Metaphor options:

● AI as a Tool (Pooja)
● AI as a Co-Agent
● AI as a Coach (Jihye)
● AI as a Personal Tutor (Aniqa)
● AI as a Feedback Generator 

(Vishal)

● AI as a Sensor (Not a Solution) 
(Jay)

● AI as a Critic or Provocateur 
(Lokika)

● AI as a Teammate (Ali)
● AI as a Mirror (Aasmita)
● AI as Infrastructure



Interface Redesign due Thursday May 1, 11:59p

● Share Figma file to Manisha, Kaoru, Dr. Kotturi 
(make sure w/ permission to edit)

● Share completed worksheet with interfaces, 
descriptions, and policy reflections

■ Make sure to include 2-3 sentence summary of how you used 
genAI to complete your redesign

● Picking up payment ($220 each person):
○ Monday May 5, in ITE 472 (11:00-4:00)

● You can only receive payment once redesign 
assignment AND post-workshop survey are complete 



A note about payment + taxes
● You have to fill out W-9 (for US citizen)/W-8 (for international 

students) + informed consent
● Payment-related information may be shared with the IRS or 

other entities as required by law
● Payments for participation in human subject research constitute 

taxable income to the participant for purposes of U.S. Federal 
and Maryland state income tax.

● If you receive over $599 from institutions in a calendar year, the 
institutions must report it to the IRS via Form 1099.



To get started, make a copy of this 
worksheet

Scan Me!

https://tinyurl.com/39cbwfky



Before you go, quick group-wide reflection

“What do you want to get out of these workshops”

➔ “It’s inevitable that genAI will be a part of our lives. If so, 
I would like to at least do it in a way that is ethical and  
doesn't leave me feeling like I've committed a crime.”

What do you feel you got out of these workshops?



Before leaving, please do the following: 

● Clean up any trash in your area / on the tables
● Push your chairs back into the tables
● Don’t forget any belongings!

This room has been graciously loaned to us and we would like to 
leave it the way we found it :) 

Housekeeping



Student-Driven 
Generative AI Policy in 
Design 
Evaluating GenAI Interface 
Redesigns 



Project Recap
(-) AI policies are driven by faculty and administrators
(-) Policies are vague and ineffective; fear-mongering in Gen AI 
use
(-) Students are the “lead users” (Von Hippel, 2006)

Participants
8 former HCC 629 (Fundamentals of Human-Centered Computing) 
students from Fall 2024 - taught by Dr. Kotturi

Methods
(-) Three-part participatory workshop series
(-) Post-workshop Interviews
(-) Pre- and Post-Workshop surveys



Interface Redesign Overview
1. Redesign an interface of genAI technology (e.g. ChatGPT, 

Grammarly, Claude, UX Pilot, etc), using Figma
2. A metaphor will guide students’ conceptual model in their redesign
3. Interfaces will improve HCC629 learning outcomes
4. Students must FOLLOW the policies they created while doing their 

redesign and complete activity reflection 
5. Experts (YOU!) will review and rank interfaces

a. Top interface(s) will be built in the next phase of this research project (~Fall 2025)

THANK YOU!



Learning 
Objective

Does the redesign meaningfully support the assigned learning goal 
(e.g., bolstering divergent thinking, iteration, or reflection)?

Overview of the evaluation rubric

Does the interface reflect the assigned metaphor (e.g., 
AI as Mirror) in both design and interaction? Is it used 
to guide the experience?

Is the redesigned interface usable and intuitive? Does it respect 
design principles such as feedback and navigation?

How well does the redesign come together as a cohesive, 
intentional solution? Does it integrate metaphor, learning goal, 
and usability into a strong concept?

Conceptual 
Model

Usability

Overall



● Tool: Claude
● Conceptual metaphor: AI as a Critic or Provocateur 
● Learning objective: Facilitate feedback on students’ in-progress work

P1



Claude Original Design



Claude Redesign
● Conceptual metaphor: AI as a Critic or Provocateur 

● Learning objective: Facilitate feedback on students’ in-
progress work



● Tool: Claude

● Conceptual metaphor: AI as a Critic or Provocateur 

● Learning objective: Facilitate feedback on students’ in-progress work



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: Grammarly
● Conceptual Metaphor: AI as a mirror 
● Learning Objective: Bolster students’ divergent thinking 

P2



Grammarly Original Design



Grammarly Redesign
● Conceptual Metaphor: AI as a mirror 
● Learning Objective: Bolster students’ divergent thinking 



● Conceptual Metaphor: AI as a mirror 
● Learning Objective: Bolster students’ divergent thinking 



● Conceptual Metaphor: AI as a mirror 
● Learning Objective: Bolster students’ divergent thinking 



● Conceptual Metaphor: AI as a mirror 
● Learning Objective: Bolster students’ divergent thinking 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: V0
● Conceptual Metaphor: AI Feedback Generator  
● Learning Objective: Increasing iteration (quality and quantity) 

P3



V0 Original Design



V0 Redesign ● Conceptual Metaphor: AI Feedback Generator  

● Learning Objective: Increasing iteration (quality and quantity) 



● Conceptual Metaphor: AI Feedback Generator  

● Learning Objective: Increasing iteration (quality and quantity) 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: UX Pilot Figma plugin
● Conceptual Metaphor: AI as a personal tutor
● Learning Objective: Facilitating feedback on in-progress work 

P4



UX Pilot Original Design



UX Pilot Redesign
● Conceptual Metaphor: AI as a personal tutor

● Learning Objective: Facilitating feedback on in-progress work 

https://www.figma.com/design/XAKLAErzGuYu4hylkV4gGU/genAI-Tutor?node-id=0-1&t=9SDW2EQKMywRUIfq-1


Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: ChatGPT
● Conceptual Metaphor: AI as a Teammate 
● Learning Objective: Bolster divergent thinking 
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ChatGPT Original Design



ChatGPT Redesign ● Conceptual Metaphor: AI as a Teammate 
● Learning Objective: Bolster divergent thinking 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: UIzard
● Conceptual Metaphor: AI as a tool 
● Learning Objective: Improve students’ self-reflection and 

perspective-taking 
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UIzard Redesign ● Conceptual Metaphor: AI as a tool 

● Learning Objective: Improve students’ self-reflection and perspective-taking 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: UX Pilot
● Conceptual Metaphor: AI as a Sensor (not a solution) 
● Learning Objective: Increase iteration (quantity and quality) 
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UX Pilot Redesign ● Conceptual Metaphor: AI as a Sensor (not a solution) 

● Learning Objective: Increase iteration (quantity and quality) 



UX Pilot Redesign ● Conceptual Metaphor: AI as a Sensor (not a solution) 

● Learning Objective: Increase iteration (quantity and quality) 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.



● Tool: ChatGPT
● Conceptual Metaphor: AI as a Coach
● Learning Objective: Improve students’ self-reflection and 

perspective taking 
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ChatGPT Redesign ● Conceptual Metaphor: AI as a Coach

● Learning Objective: Improve students’ self-reflection and perspective taking 



ChatGPT Redesign ● Conceptual Metaphor: AI as a Coach

● Learning Objective: Improve students’ self-reflection and perspective taking 



ChatGPT Redesign ● Conceptual Metaphor: AI as a Coach

● Learning Objective: Improve students’ self-reflection and perspective taking 



ChatGPT Redesign ● Conceptual Metaphor: AI as a Coach

● Learning Objective: Improve students’ self-reflection and perspective taking 



Rubric Criteria 3 - Strong 2 - Adequate 1 - Needs Improvement

Learning objective The redesign clearly and compellingly addresses the 

assigned learning objective (e.g., divergent thinking) 

through thoughtful interface changes. It introduces 

interactions or visual structures that directly support 

the target learning goal.

The redesign partially addresses the assigned learning 

objective. There is some alignment, but implementation 

is surface-level or underdeveloped.

The redesign does not clearly reflect or engage with the 

assigned learning objective. The connection feels weak, 

generic, or missing.

Conceptual model The metaphor (e.g., AI as Mirror) is integrated 

throughout the interface in both visual and 

interaction design. It guides the user’s experience 

and aligns with AI behavior and system framing.

The metaphor is present but not consistently reflected 

in interface elements. It may be described in text but is 

not fully realized in design choices.

The conceptual model is missing, misapplied, or tokenistic. 

There is little evidence the metaphor shaped the interface 

design.

Usability The redesign demonstrates clear attention to user 

flow, accessibility, affordances, and feedback. 

Interface components are intuitive and support user 

agency.

Basic usability principles are considered, but some 

elements may be confusing, unintuitive, or missing 

standard UX conventions.

Usability is significantly lacking. The interface feels 

disjointed, hard to navigate, or ignores user needs and 

conventions.

Overall The redesign is conceptually strong, visually 

coherent, and shows originality and intention. It 

integrates learning goals, metaphors, and usability 

into a unified, thoughtful experience.

The redesign shows effort and some coherence, but 

may feel unfinished, inconsistent, or only partially 

successful.

The redesign lacks cohesion or clear design logic. It may 

feel rushed, incomplete, or disconnected from core 

assignment goals.
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